
CONTENTS

Declaration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1. Electroweak Form Factors of Hadrons and Atomic Nuclei . . . . . . . . . . 6

1.1 Electromagnetic form factors . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.2 Weak contribution to the hadron structure . . . . . . . . . . . . . . . . . 12

1.3 Axial and strange nucleon form factors . . . . . . . . . . . . . . . . . . . 15

1.4 Measurement of the weak/strange structure of the nucleon . . . . . . . . 16

2. Polarization Observables - Introduction . . . . . . . . . . . . . . . . . . . . 19

2.1 Necessity of additional observables . . . . . . . . . . . . . . . . . . . . . 19

2.2 Experiments with polarized particles . . . . . . . . . . . . . . . . . . . . 19

2.3 Formalism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3. Polarization Observables - Example of Calculation . . . . . . . . . . . . . . 26

3.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.2 Differential cross section . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.2.1 Definition of flux . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.2.2 Phase space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.2.3 Calculation of the cross section . . . . . . . . . . . . . . . . . . . 29

3.3 Axial parametrization of the matrix element . . . . . . . . . . . . . . . . 31

3.4 Lepton and hadron tensors . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.4.1 Lepton tensors . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35



Contents ii

3.4.2 Hadron tensors . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.5 Differential cross section . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.5.1 Unpolarized differential cross section . . . . . . . . . . . . . . . . 43

3.5.2 Single spin polarization observables, antiproton polarization Py . . 44

3.5.3 Px . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.5.4 The component Pz . . . . . . . . . . . . . . . . . . . . . . . . . . 50

4. Vector Meson Dominance Model and its Extension with Correct Asymptotic

Behavior . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

4.1 Vector meson dominance model . . . . . . . . . . . . . . . . . . . . . . . 53

4.2 Two sets of algebraic equations for the coupling constants ratios . . . . . 54

4.3 The proof of equivalence of two sets of algebraic equations for the ratios

of coupling constants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

4.4 Modified vector meson dominance model with the correct asymptotic

behavior . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

5. Unitary and Analytic Model of Hadron Electromagnetic Structure . . . . . 64

5.1 Necessity of more vector mesons . . . . . . . . . . . . . . . . . . . . . . . 69

6. The Proton Electric Form Factor Space-Like Behavior Puzzle . . . . . . . 73

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

6.2 Two contradicting proton electric form factor behaviors in the space-like

region . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

6.3 Ten-resonance Unitary and Analytic model of nucleon electromagnetic

structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

6.4 Achievements of ten-resonance Unitary and Analytic model of the nucleon

electromagnetic structure . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

6.5 Consequences of new Gp
E behavior on the proton charge distribution . . . 81

7. Nonrelativistic Impulse Approximation of Deuteron Form Factors . . . . . 83

7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

7.2 Non-relativistic impulse approximation for deuteron EM structure . . . . 84

7.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87



Contents iii

8. Two Component Model of the Deuteron Electromagnetic Structure . . . 91

8.1 Iachello, Jackson, Land model of the nucleon . . . . . . . . . . . . . . . . 91

8.2 Two component model of the deuteron . . . . . . . . . . . . . . . . . . . 92

8.3 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

9. Unitary and Analytic Model of the Deuteron Electromagnetic Structure . 98

9.1 Properties of electromagnetic form factors of the deuteron . . . . . . . . 98

9.2 Constructing of unitary and analytic model of deuteron form factors . . . 99

9.3 Analysis of the data on deuteron structure functions and polarization

observables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

10.Axial Form Factor of the Nucleon . . . . . . . . . . . . . . . . . . . . . . . . 108

10.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

10.2 Formalism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

10.3 Analysis of data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

10.4 Extension to time-like region . . . . . . . . . . . . . . . . . . . . . . . . . 110

10.5 Dipole limit for IJL formula . . . . . . . . . . . . . . . . . . . . . . . . . 112

11.Measurement of the Nucleon EM and Axial FFs . . . . . . . . . . . . . . . 114

11.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

11.2 Formalism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

11.3 Kinematics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

11.4 Axial and EM form factors . . . . . . . . . . . . . . . . . . . . . . . . . . 122

11.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

12.Polarization Observables of the Deuteron in the Time-Like Region . . . . 130

12.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

12.2 Polarization Observables . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

12.3 Numerical estimations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140



Slovak Academy of Sciences Bratislava

Institute of Physics

Dissertation Thesis

2007 Cyril Adamušč́ın
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INTRODUCTION

Any atomic nucleus, including deuteron, is a compound of the protons and the neutrons.

So it is obvious, that they should have some internal electromagnetic structure. In

the middle 50’ of the last century such internal structure was discovered even in the

proton and the neutron. In the time of Hofstadter’s [1] discovery of this non-point-

like structure of the proton, there was no theory to explain this phenomenon and as a

result in Quantum Electrodynamics (QED) it is impossible to describe electromagnetic

current of the proton. That was the reason why it was parametrized as a sum of

products of linearly independent vector covariants (constructed from fourmomenta and

spin parameters of incoming and outgoing proton) and scalar functions of one variable

– momentum squared to be transferred by a virtual photon (Q2 = −t). These scalar

functions are called electromagnetic form factors and more precisely, together with other

types like weak and strange form factors, are defined in the first Chapter of this work.

Currently we know the reason of the non-point-like nature of the proton. It is (simi-

larly to the nuclei) a compound of the quarks, which cause the internal electromagnetic

structure of the proton. Also any other hadron has an internal electromagnetic structure

caused by its quark origin and it can be phenomenologically described by its electro-

magnetic form factors.

We expect, that the behavior of these form factors from −∞ to +∞ on real axis

will be predicted by the theory of quark-gluon interactions (Quantum Chromodynamics

- QCD). But this theory is able to predict only asymptotic behavior of form factors in

space-like region [2, 3]. In the time-like region, where form factors of hadrons are com-

plex functions and they have complicated resonance behavior, QCD doesn’t give any

predictions up to now. As a consequence of this imperfection of QCD, phenomenological

description of form factors of hadrons is still needed. The most famous of phenomeno-
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logical models is Vector meson dominance model (VMD) [4, 5], which assumes virtual

photon to change (with certain probability) into neutral vector-meson (ρ0, ω, φ and their

excitations), which decays into hadron-antihadron pair.

But also VMD model has some limitations. It violates an unitarity condition, which

implies, that the imaginary part of the form factor is different from zero starting from

the lowest branch point, what can not be fulfilled within VMD model. It has wrong

asymptotic behavior and in the resonance region it gives infinity values of form factors.

All these disadvantages of VMD model can be solved within unitary and analytic

models fulfilling all known properties of form factors, which are one of the main tools

for the solution of the problems solved in this Dissertation Thesis.

The experimental data on the electromagnetic form factors are usually obtained from

measurement of the angular distribution of the differential cross section in the elastic

scattering and annihilation experiments. However, recent observations show importance

of another source of information on electromagnetic form factors – polarization observ-

ables, which can be measured in processes with polarized particles. As we will show the

polarization observables give more precise information on electromagnetic form factors

and in case of particles with higher spin, like the deuteron, they are essential. Therefore

next two Chapters are devoted to a brief review of polarization observables generally

and four-component formalism in an investigation of the polarization phenomena of an

electron-positron annihilation process into nucleon-antinucleon pairs.

Following Chapters are dedicated to a formulation of the proton electric form fac-

tor space-like behavior puzzle and subsequently to its phenomenological solution by

exploiting the nonrelativistic impulse approximation of deuteron electromagnetic form

factors.

In another Chapter processes of the nucleon-antinucleon annihilation into pion, nu-

cleon and pair of leptons are investigated with the aim on an obtaining behaviors of

the nucleon electromagnetic form factors in the unphysical region. In order to predict a

behavior of corresponding cross sections, one is in need of an axial nucleon form factor.

Therefore one Chapter describes also some model extension of the axial nucleon form

factor into the time-like region.

In the last Chapter we study polarization observables in the electron-positron anni-
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hilation into deuteron-antideuteron pair, which is the only possibility to obtain the first

information on time-like behaviors of the deuteron electromagnetic form factors. With

the aim on the estimating behaviors of the corresponding polarization observables, as

well as behavior of the corresponding total cross section, the two-component and Unitary

and Analytic models of the deuteron electromagnetic structure are elaborated earlier.



1. ELECTROWEAK FORM FACTORS OF

HADRONS AND ATOMIC NUCLEI

1.1 Electromagnetic form factors

The idea of a form factor was firstly introduced in Quantum Mechanics, where the form

factor represents correction of the scattering on a particle with spin 0 and internal charge

distribution ρ(−→r ) to the Rutherford scattering on a point-like particle. For the form

factor defined in this way the following formula is valid

F (−→p ,−→p ′) =

∫
d3r′ei(−→p −−→p ′).−→r ′ρ(−→r ′), (1.1)

where −→p ,−→p ′ are momenta of the incoming and outgoing particles and a differential

cross section of scattering on a non-point-like particle is given by

dσ

dΩ
=

(
dσ

dΩ

)

R

|F (−→p ,−→p ′)|2 ,

where (dσ/dΩ)R is the differential cross section of the Rutherford scattering on the

point-like particle. Also it is obvious that expression (1.1) for the form factor is a

Fourier transformation of the charge distribution ρ(−→r ′) within the particle. Therefore

it should be possible to obtain the charge distribution within the particle from the

inverse Fourier transformation by measuring form factor.

In Quantum Field Theory a definition of the form factors is slightly different. As it

was said in the Introduction, form factors are scalar functions of Q2, which parametrize

electromagnetic current of a hadron. The elastic electron scattering on a hadron e−h→
e−h and annihilations e−e+ → hh (see Fig. 1.1) are the most common processes, where

electromagnetic structure of hadrons (h) is manifested. The corresponding amplitudes

of these processes in the first order of the fine structure constant are
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Fig. 1.1: Feynman diagrams for processes e−h → e−h and e−e+ → hh̄.

M(e−h→ e−h) ≈Mγ(s, t) = e2u(k′)γµu(k)
gµν

q2

〈
h, p

∣∣JEM
ν

∣∣h, p′〉

and

M(e−e+ → hh) ≈Mγ(t, s) = e2v(k′)γµu(k)
gµν

q2

〈
0
∣∣JEM

ν

∣∣h, p;h, p′〉 ,

where gµν/q2 is the virtual photon propagator and
〈
h, p

∣∣JEM
ν

∣∣h, p′〉 , 〈0
∣∣JEM

ν

∣∣h, p′;h, p〉

are matrix elements of the electromagnetic current of the hadron, which can be written

in the framework of QCD as

JEM
ν =

2

3
uγνu− 1

3
dγνd− 1

3
sγνs.

But due to imperfections of the QCD and non-point-like nature of any hadron, we

don’t know the hadron electromagnetic current explicitly and we need to parametrize

its matrix element. While the electromagnetic current is a relativistic covector, it can

be parametrized as follows

〈
h, p

∣∣JEM
µ

∣∣h, p′〉 =
∑

i

Ri
µFi(t), (1.2)

where Ri
µ are all linearly independent relativistic covectors, constructed from fourmo-

menta and spin parameters of the hadron h and scalar functions Fi(t) are electromagnetic

form factors of the hadron. The number of linearly independent relativistic covectors

depends on a spin of the hadron h.
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In case of a spinless hadron (π±, K0, K±) there are only 2 linearly independent

covectors pµ, p
′
µ and Eq. (1.2) can be written as

〈
h, p

∣∣JEM
µ

∣∣h, p′〉 = A.pµ +B.p′µ,

or 〈
h, p

∣∣JEM
µ

∣∣h, p′〉 = F ′.(pµ − p′µ) + F.(pµ + p′µ).

Both equations are equivalent, but the second one can be used together with Ward

identity qµ.
〈
h, p

∣∣JEM
µ

∣∣h, p′〉 = 0 and we will obtain

qν .
〈
h, p

∣∣JEM
ν

∣∣h, p′〉 = F ′.q2 + F.0 = 0 ⇒ F ′ = 0

because (pµ + p′µ).(pµ − p′µ) = p2 − p′2 = 0, whereas |pµ| =
∣∣p′µ

∣∣ .
Now look over the scalar coefficient F. It should be a scalar function of scalar pa-

rameters, constructed from incoming and outgoing hadron’s four momenta p and p′

(p2, p′2, pµ.p
′µ and their linear combinations). Fortunately there is only one linearly in-

dependent scalar pµ.p
′µ, because p2 = p′2 = m2 are constants. Usually another linear

combination q2 = (−Q2 = t) is used and it is related to pµ.p
′µ in the following way

q2 = (p− p′)2 = p2 − 2pµ.p
′µ + p′2 = 2m2 − 2pµ.p

′µ.

Therefore the electromagnetic current of the spinless hadron can be parametrized as

〈
h, p

∣∣JEM
µ

∣∣h, p′〉 = F (q2).(pµ + p′µ), (1.3)

where F (q2) is the electromagnetic form factor of hadron with spin 0 and it can be used

to describe electromagnetic properties of such hadron.

In case of a spin 1/2 hadron (p, n,H3, He3...) one can construct more relativistic

covectors (or scalars) from bispinors u, u′ (e.g. u′γµu or u′u). Again, the number of

linearly independent relativistic covectors can be reduced by using Dirac equation and

Ward identity to 2 covectors and in a similar way we can show that there is only 1

linearly independent scalar (e.g. q2). It means that matrix element of hadrons with

spin=1/2 can be described by 2 form factors depending on q2

〈
h, p′

∣∣JEM
µ

∣∣h, p〉 =
1

2π3
u(p′)

[
γµF1(q

2) +
1

2mh

σµν(p
′ − p)νF2(q

2)

]
u(p), (1.4)
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where F1(q
2), F2(q

2) are called Dirac and Pauli form factors.

We can also choose another linear combination of these form factors, called Sachs

electric and magnetic form factors GE(q2), GM(q2), which are suitable in extracting of

the experimental information on the hadron electromagnetic structure from measured

cross sections

dσlab(e−h→ e−h)
dΩ

=
α2

4E2

cos2(θ/2)

sin4(θ/2)

1

1 +
(

2E
mh

)
sin2(θ/2)

×

G

2
E(q2)− q2

4m2
h
G2

M(q2)

1− q2

4m2
h

− 2
q2

4m2
h

G2
M(q2) tan2(θ/2)


 ,

where α = 1/137, E is an incident electron energy, θ is an scattering angle and

σc.m.
tot (e+e− → hh) =

4πα2βh

3t

[∣∣GM(q2)
∣∣2 +

2m2
h

q2

∣∣GE(q2)
∣∣2

]
; βh =

√
1− 4m2

h

q2
.

The Sachs form factors are related to Dirac and Pauli form factors as follows

GE(q2) = F1(q
2) +

q2

4m2
p

F2(q
2) ; GM(q2) = F1(q

2) + F2(q
2).

The Fourier transformation of the Sachs form factors in the Breit frame gives the charge

and magnetization distribution inside the hadron.

Similarly in case of a spin 1 hadron (d, ρ, ω, φ) it is possible to show that the matrix

element of the hadron electromagnetic current can be parametrized by three scalar

functions of variable t(= q2)

− 〈
h, p

∣∣JEM
µ

∣∣h, p′〉 = G1(t)(ξ
′∗.ξ)dµ +G2(t)

[
ξµ(ξ′∗.q)− ξ′∗µ (ξ.q)

]−G3(t)
(ξ.q)(ξ′∗.q)

2m2
h

dµ,

(1.5)

where ξ, ξ′ are polarization vectors of fourmomenta pµ, p
′
µ of the incoming and outgoing

hadron h, which obey

ξ′.p′ = 0 ; ξ.p = 0 ; ξ′2 = −1 ; ξ2 = −1 ; dµ = p′µ + pµ ; qµ = p′µ − pµ.

Again another linear combination of the form factors is used – GC(t), GM t), GQ(t),

where GC(t) is the charge form factor, GM(t) is the magnetic form factor and GQ(t) is
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the quadrupole form factor. They are related to G1(t), G2(t), G3(t) in the following way

GM(t) = G2(t)

GQ(t) = G1(t)−G2(t) + (1 + η)G3(t)

GC(t) = G1(t) +
2

3
ηGQ(t), (1.6)

where η = − t
4m2

h
.

However from measurement of the differential cross section of the e−h → e−h scat-

tering with unpolarized particles one can obtain only structure functions A(t) and B(t)

by using Rosenbluth separation of

dσ

dΩ
=
α2E ′ cos2(θ/2)

4E3 sin4(θ/2)
[A(t) +B(t) tan2(θ/2)], (1.7)

which are related to GC(t), GM(t), GQ(t) as

A(t) =
2

3
η(1 + η)G2

M(t) +G2
C(t) +

8

9
η2G2

Q(t),

B(t) =
4

3
η(1 + η)2G2

M(t). (1.8)

In addition it is possible to measure vector (e.g. px) and tensor (t2i, where i = 0, 1, 2)

polarization observables of spin 1 particle in space-like region, which give us additional

information on the particle electromagnetic structure. The polarization of the outgoing

hadron can be measured in a second, analyzing scattering. The cross section for the

double scattering process can be written as

dσ

dΩdΩ2

=
dσ

dΩdΩ2

∣∣∣∣
0

[
1 + 3

2
hpxAy sinφ2 + 1√

2
t20Azz

− 2√
3
t21Axz cosφ2 + 1√

3
t22(Axx − Ayy) cos 2φ2

]
, (1.9)

where h = ±1/2 is the polarization of the incoming electron beam, φ2 the angle between

the two scattering planes, and Ay and the Aij are the vector and tensor analyzing powers

of the second scattering. The polarization observables px, t2i can be expressed by EM
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FFs as

px = − 4

3S

[
η(1 + η)

]1/2
GM(GC + 1

3
ηGq) tan 1

2
θ

t20 = − 1√
2S

[
8
3
ηGCGQ + 8

9
η2G2

Q + 1
3
η

[
1 + 2(1 + η) tan2 1

2
θ
]
G2

M

]

t21 =
2η√
3S

[
η + η2 sin2 1

2
θ
]1/2

GMGQ sin−1 1
2
θ

t22 = − 1

2
√

3S
ηG2

M . (1.10)

Therefore the measurements of the hadron structure functions A(t) and B(t) and

one additional hadron polarization observable in ed scattering allow us to extract values

of all three spin 1 particle form factors in space-like region. In the case of deuteron the

estimation of the polarization observable t20 is the most accurate and it is used together

with the deuteron structure functions to extract the values of the deuteron form factors

GM(t) =

√
3B(t)

4η(1 + η)

G2
Q(t) =

Ã(t)
(
2 + p± 2

√
(1− p)(1 + 2p)

)

4η2

GC(t) =
9Ã(t)p− 4η2G2

Q(t)

6ηGQ(t)
, (1.11)

where

Ã = A− 2

3
ηG2

M ; p = −
√

2(A+B tan θ
2
)t20 +

(1+2(1+η) tan2 θ
2
)B

4(1+η)

Ã
.

Values of the magnetic deuteron form factor are extracted from data on B(t) struc-

ture function and values of charge and quadrupole form factors were extracted from

A(t), B(t), t20 for the values of variable t where t20 measurement are available, getting

the values of A(t) and B(t) from an interpolation of the data on the differential cross

section. The existing experimental data on ed scattering, differential cross section and

the polarization observables, were collected in [6]. While the magnetic FF, GM(t), is

directly related to B(t), the extraction of the charge and quadrupole FFs requires the
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solution of two quadratic equations, which may lead, in some cases, to two possible

roots. Therefore, the date on GC(t) and GQ(t) consists of two different sets of solutions.

In case of strong interacting particles with spin greater than 1 the situation is even

more complicated and up to now no general prescription for the parametrization of their

matrix element of electromagnetic current exists.

1.2 Weak contribution to the hadron structure

According to Standard model there are 3 fundamental interactions in the Universe - elec-

tromagnetic, weak and strong (and 4th - gravity) force. Electromagnetic FFs describe

structure of hadrons, given by strong forces, in the language of quantum electrodynam-

ics (Fig.1.2a). In order to describe weak interaction effects, one need to introduce axial,

pseudoscalar and eventually strange form factors of hadrons.

The weak interaction corresponds to the exchange of charged W±-bosons (charged

currents) and a neutral Z0-boson (neutral current). The neutral current gives contri-

bution (Fig.1.2b) to all processes discussed in this work, because the Z0-boson has the

same charge and spin as the photon. According to Standard model lepton EM current

and the weak neutral current (NC) can be expressed as

EM : lEM
µ = ieQlūlγµul = ieQllµ (1.12)

NC : lNC
µ = ig

MZ

4MW

(
gf

V ūlγµul + gf
Aūlγµγ5ul

)
= ig

MZ

4MW

(
gf

V lµ + gf
Alµ5

)
,

where g and e(= g sin θW ) are weak and EM coupling strengths, Ql is electromagnetic

charge of the lepton, gf
V , g

f
A are vector and axial-vector weak ’charges’ of the fermion f

(given in table 1.1) and MZ ,MW are masses of Z0 and W± bosons.

fermion gf
V gf

A

νe, νµ, ντ 1 −1

e−, µ−, τ− −1 + 4 sin2 θW 1

u, c, t 1− 8
3
sin2 θW −1

d, s, b −1 + 4
3
sin2 θW 1

Tab. 1.1: Standard model values for neutral current couplings of elementary fermions.
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q

γ

(a)

q

Z0

(b)

p

p

p

pe−

e−e−

e−

Fig. 1.2: Leading order amplitudes for scattering of electron on proton. (a) exchange

of photon, (b) exchange of Z0 boson.

On the other hand, hadronic currents can not be fully described within Standard

model. As we know, EM hadronic current is a vector (JEM
µ ) and neutral hadronic

current is composed from vector and axial-vector parts

JNC
µ = JNC,V

µ + JNC,A
µ5 . (1.13)

Since hadrons are composed of quarks, the currents JEM
µ , JNC,V

µ and JNC,A
µ5 are the

hadronic matrix elements of the electromagnetic, vector and axial-vector quark current

operators

JEM
µ =

〈
H

∣∣∣ĴEM
µ

∣∣∣H
〉
, JNC,V

µ =
〈
H

∣∣∣ĴNC,V
µ

∣∣∣H
〉
, JNC,A

µ5 =
〈
H

∣∣∣ĴNC,A
µ5

∣∣∣H
〉
, (1.14)

where |H〉 is any hadronic state and

ĴEM
µ =

∑
q

Qqūqγµuq , ĴNC,V
µ =

∑
q

gq
V ūqγµuq , ĴNC,A

µ5 =
∑

q

gq
Aūqγµγ5uq, (1.15)

where, in general, the expressions are summed over all quark flavors - u,d,s,c,b,t. How-

ever, we will assume that the structure of the hadronic states is dominated by the lighter

quarks - q =u,d,s. The error introduced by neglecting the heavier quarks is expected

to be of order 10−4 for vector currents (ĴEM
µ , ĴNC,V

µ ) and 10−2 for axial-vector currents

(ĴNC,A
µ5 ). Within such approximation one can decompose the current operators in terms

of SU(3) octet and singlet currents

V̂ (a)
µ =

1

2
q̄λaγµq , Â(a)

µ =
1

2
q̄λaγµγ5q , q =



u

d

s


 , (1.16)
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where q represents the triplet of quarks, λ0 = 2
3
1̂ and the λa, a = 1, ..., 8 are the Gell-

Mann SU(3) matrices. While neither EM current nor neutral current change the flavor of

quarks, only SU(3) components without non diagonal terms (a = 0, 3, 8) can contribute

to the EM and weak currents

V̂ (0)
µ =

1

3
(ūγµu+ d̄γµd+ s̄γµs) , V̂ (3)

µ =
1

2
(ūγµu− d̄γµd),

V̂ (8)
µ =

1

2
√

3
(ūγµu+ d̄γµd− 2s̄γµs),

Â(0)
µ =

1

3
(ūγµγ5u+ d̄γµγ5d+ s̄γµγ5s) , Â(3)

µ =
1

2
(ūγµγ5u− d̄γµγ5d),

Â(8)
µ =

1

2
√

3
(ūγµγ5u+ d̄γµγ5d− 2s̄γµγ5s),

where, at the level of strong isospin, the 0th and the 8th SU(3) components are isoscalar

operators and the 3rd SU(3) component is an isovector operator. Now we can use Eq.

(1.15) and known EM charges of quarks to express the EM hadronic current as

ĴEM
µ =

2

3
ūγµu− 1

3
d̄γµd− 1

3
s̄γµs, (1.17)

which imply that the EM hadronic current can be expressed by using only the 3rd and

the 8th SU(3) components as

ĴEM
µ =

1√
3
V̂ (8)

µ + V̂ (3)
µ , (1.18)

where Ĵ
EM(T=0)
µ = 1√

3
V̂

(8)
µ is an isoscalar part of the hadronic current and Ĵ

EM(T=1)
µ =

V̂
(3)
µ is an isovector part of the hadronic current.

Since we want also to extract the strange contribution to the hadron structure, it is

useful to note the relation between 2 isoscalar currents

V̂ (0)
µ =

2√
3
V̂ (8)

µ + V̂ (s)
µ , Â(0)

µ =
2√
3
Â(8)

µ + Â(s)
µ

V̂ (s)
µ = s̄γµs , Â(s)

µ = s̄γµγ5s (1.19)

By using these relations one can rewrite the weak neutral currents (1.15) as

ĴNC,V
µ = ξT=1

V ĴEM(T=1)
µ +

√
3ξT=0

V ĴEM(T=0)
µ + ξ

(0)
V V̂ (s)

µ ,

ĴNC,A
µ5 = ξT=1

A Â(3)
µ +

√
3ξT=0

A Â(8)
µ + ξ

(0)
A Â(s)

µ , (1.20)
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where values of ξ couplings are obtained in the similar way as in the case of the EM

hadronic current (1.17) and their values are given in Table1.2. An advantage of this

approach is extracting of the strange contribution to the weak currents.

coupling ξ
(0)
V ξT=1

V ξT=0
V

value gu
V + gd

V + gs
V gu

V − gd
V

√
3(gu

V + gd
V )

coupling ξ
(0)
A ξT=1

A ξT=0
A

value gu
A + gd

A + gs
A gu

A − gd
A

√
3(gu

A + gd
A)

Tab. 1.2: Standard model values for neutral current couplings.

1.3 Axial and strange nucleon form factors

The nucleon matrix elements of the EM and the neutral hadronic currents (1.18,1.20)

are restricted by Lorentz, parity and time invariance to the general forms

〈
N(p′)

∣∣JEM
µ

∣∣N(p)
〉

= ū(p′)
[
F1(q

2)γµ + i
F2(q

2)

2mN

σµνq
ν

]
u(p)

〈
N(p′)

∣∣JNC,V
µ

∣∣N(p)
〉

= ū(p′)

[
F̃1(q

2)γµ + i
F̃2(q

2)

2mN

σµνq
ν

]
u(p)

〈
N(p′)

∣∣JNC,A
µ5

∣∣N(p)
〉

= ū(p′)

[
G̃A(q2)γµ +

G̃P (q2)

mN

qµ

]
γ5u(p), (1.21)

where p′, p are four momenta of incoming and outgoing nucleon, q = p′ − p is four

momentum transferred, F1, F2 are usual EM Dirac and Pauli form factors, F̃1, F̃2 are

their weak analogy and G̃A, G̃P are axial and pseudoscalar form factors. Similarly to

the definition of EM Sachs form factors, weak electric and magnetic form factors are

defined as

G̃E(q2) = F̃1(q
2)− τ F̃2(q

2) , G̃M(q2) = F̃1(q
2) + F̃2(q

2), (1.22)

Now if one defines the nucleon electric/magnetic isoscalar/isovector form factor as

GT=1
E =

1

2
(Gp

E −Gn
E) , GT=0

E =
1

2
(Gp

E +Gn
E)

GT=1
M =

1

2
(Gp

M −Gn
M) , GT=0

M =
1

2
(Gp

M +Gn
M) (1.23)
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then, according to dependence of the weak hadronic vector neutral current (1.20) on

isoscalar and isovector EM hadronic currents, weak electric and magnetic form factors

can be written as

G̃N
X =

√
3ξT=0

V GT=0
X ± ξT=1

V GT=1
X + ξ

(0)
V G

(s)
X , X = E,M , N = n, p, (1.24)

where one use + for proton and − for neutron form factors. Also axial-vector form

factors can be decomposed as

G̃N
X =

√
3ξ

(8)
A GT=0

X ± ξT=1
A G

(3)
X + ξ

(0)
A G

(s)
X , X = A,P , N = n, p. (1.25)

As we can see now, the electroweak structure of the nucleon can be described by set

of 10 form factors - Gp
E, G

p
M , G

n
E, G

n
M , G

(s)
E , G

(s)
M , Gp

A, G
p
P , G

n
A, G

n
P .

1.4 Measurement of the weak/strange structure of the nucleon

Up to now, the weak structure of the nucleon has been already measured by several

different experimental methods.

Both axial and strange form factors of the nucleon can be determined from the

measurement of (anti)neutrino scattering on protons (ν + p → ν + p), from the mea-

surement of pion electroproduction near threshold (e + N1 → e + N2 + π ) and from

the measurement of asymmetry in parity violating elastic electron-nucleon scattering

(e+N → e+N). The normalization of the pseudoscalar form factor can be determined

from the measurement of ordinary muon capture by proton (µ− + p → νµ + n) and its

behavior by radiative muon capture (µ− + p→ νµ + n+ γ).

Let us take a look at the measurement of asymmetry in parity violating electron-

proton (ep) scattering. In ep scattering both photon and Z0 boson exchange enter the

reaction and in principle ep scattering experiments probe both the electromagnetic and

weak neutral currents. However the electromagnetic interaction is for q2 ¿M2
Z several

order of magnitudes stronger than weak interaction. In order to detect very small

weak neutral current contribution to ep scattering one must use difference between

electromagnetic and weak interaction - parity violation, which comes purely from weak

interaction. It causes an asymmetry between differential cross sections for scattering of

longitudinally polarized electrons parallel (+) and antiparallel (−) to their momenta,
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because their nonzero difference means violation of parity. The exact definition of this

parity violation (PV) asymmetry is

ALR =

dσ+

dΩ
− dσ−

dΩ
dσ+

dΩ
+
dσ−
dΩ

= A0
LR

W (PV )(q2, ε)

F 2(q2, ε)
,

ε =

[
1 + 2(1 + τ) tan2

(
θ

2

)]−1

, (1.26)

where W (PV )(q2, ε) is the parity violating part of the differential cross section and can

be evaluated from given forms of the proton neutral currents (1.21 ,1.22) and neglecting

G̃P contribution as

W (PV )(q2, ε) = − 1

8π(1 + τ)ε

[
ge

A

[
εGp

E(q2)G̃p
E(q2) + τGp

M(q2)G̃p
M(q2)

]

+ ge
V

√
(1− ε2)(1 + τ)τGp

M(q2)G̃p
A(q2)

]
(1.27)

the total form factor F 2(q2, ε) of proton equals

F 2
p (q2, ε) =

1

4π(1 + τ)ε

(
ε(Gp

E(q2))2 + τ(Gp
M(q2))2

)
(1.28)

and normalization A0
LR = q2Gµ/2

√
2πα, where Gµ is Fermi constant for muon decay.

Inserting relations between NC and EM form factors (1.24) allows us to write the PV

asymmetry for proton as

ALR(ep) = − A0
LR

[
ξp
V +

[
εGp

E(ξn
VG

n
E + ξ

(0)
V G

(s)
E ) + τGp

M(ξn
VG

n
M + ξ

(0)
V G

(s)
M )

− (1− 4 sin2 θW )
√

(1− ε2)(1 + τ)τGp
MG̃

p
A

]

/
2
[
ε(Gp

E)2 + τ(Gp
M)2

]]
,

(1.29)

where definition of ξp
V , ξ

n
V couplings is

ξp
V =

1

2
(ξT=1

V +
√

3ξT=0
V ) , ξn

V =
1

2
(−ξT=1

V +
√

3ξT=0
V ). (1.30)
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As we can see, PV asymmetry of ep scattering really depends on new form factors

G
(s)
E , G

(s)
M , Gp

A. Together with experimental data on other observables measured in pro-

cesses mentioned at the beginning of this section, it can be used to separate data on

these form factors.



2. POLARIZATION OBSERVABLES -

INTRODUCTION

2.1 Necessity of additional observables

The standard Rosenbluth separation method allows to extract only 2 independent real

structure functions A(t), B(t), from angular distribution of unpolarized differential cross

section
dσ

dΩ
=
α2E ′ cos2(θ/2)

4E3 sin4(θ/2)
[A(q2) +B(q2) tan2(θ/2)], (2.1)

describing an elastic scattering of electrons on hadrons with arbitrary nonzero spin.

While electromagnetic form factors are real functions in space-like region and com-

plex function in time-like region, 2 structure functions extracted from Rosenbluth sep-

aration are sufficient only for the full description of spin 1/2 hadrons in the space-like

region. In order to describe structure of spin 1/2 hadrons in the time-like region one

needs 2 additional real observables and for spin 1 particle one need 1 additional real

observable in the space-like region resp. 4 additional observables in the time-like region.

The solution to this problem lies within the polarization observables, which describes

dependence of the differential cross section on polarization of initial and final particles

in a scattering or annihilation process.

2.2 Experiments with polarized particles

Nuclear scattering experiments in which polarization of one or more of the particles was

known or measured have been performed since ’50 of the previous century. In general

there are 5 classes of such experiments:
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• a+ b→ ~c+ d polarization experiments

• a+~b→ c+ d analysing power experiments

• a+~b→ ~c+ d polarization transfer experiments

• ~a+~b→ c+ d spin correlation (initial channel) experiments

• a+ b→ ~c+ ~d spin correlation (final channel) experiments.

Experiments which involve polarized particles in the final channel imply usage of some

device to measure the polarization of outgoing particles. It is usually done by observing

an asymmetry of a latter scattering. Experiments with polarized particles in the initial

channel measure effects like a modified differential cross section or a ’left-right’ asym-

metry. In this work we will discuss results of the nucleon polarization experiments from

Jefferson Laboratory and the measurements of the deuteron polarization observables

in the space-like region. We will also take a look on a possible measurements of the

polarization observables in time-like region of the nucleon and the deuteron.

2.3 Formalism

In this section a formalism ([7]) for the description of a polarization phenomena will

be shown on an example of spin 1/2 particles. Usually polarization observables are

measured in scattering of polarized e± (resp. µ±) on hadrons (e.g. nucleons, deuteron)

and a polarization of outgoing particles is measured by latter scattering.

According to Dirac theory a free electron/muon (`) quantum state, with mass m`,

4-momentum pµ and spin sµ, is described by a wave function

ψp,s(x) =
1

(2π)3/2

√
m`

p0

u(p, s)e−ip.x, (2.2)

which satisfies the Dirac equation

(iγµ∂µ −m`)ψp,s(x) = 0 (2.3)

and where u(p, s) is a 4-component spinor of examined lepton, which satisfies

(p̂−m`)u(p, s) = 0. (2.4)
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The Dirac equation (2.4) can be easily solved in the rest frame of examined fermion,

where p̃µ = (m`, 0), and solution in actual frame can be obtained by boost transforma-

tion. The Eq. (2.4) then becomes

(m`γ0 −m)u(p̃, s̃) = m`

(
−1 1

1 −1

)
u(p̃, s̃), (2.5)

which has following solutions

u(p̃, s̃) =
√
m`

(
ζ

ζ

)
, (2.6)

where ζ is 2-component Pauli spinor normalized to ζ†ζ = 1, which determines the spin

orientation of the Dirac solution u(p̃, s̃) in terms of Pauli matrices.

Therefore a single spin 1/2 particle, in its rest frame, can be represented by a Pauli

spinor

ζ =

(
a1

a2

)
(2.7)

and an expectation value of an observable corresponding to a particular hermitian op-

erator Ω is defined as

〈Ω〉 = ζ†Ωζ = (a∗1a
∗
2)

(
Ω11 Ω12

Ω∗
12 Ω22

)(
a1

a2

)
= |a1|2Ω11 + |a2|2Ω22 + 2ReΩ12a1a

∗
2. (2.8)

Now it is convenient to define the density matrix

ρ = ζζ† =

(
|a1|2 a1a

∗
2

a2a
∗
1 |a2|2

)
, (2.9)

which simplifies Eq.(2.8) to

〈Ω〉 = TrρΩ. (2.10)

In the case of a set of N particles, the average of the Ω expectation value in the set is

〈Ω〉 =
N∑

n=1

ζ†(n)Ωζ(n), (2.11)
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where the spinor for the nth particle is defined as

ζ(n) =

(
a

(n)
1

a
(n)
2

)
(2.12)

and Eq. (2.11) can be again written in terms of density matrix as

〈Ω〉 = TrρΩ ρ =
1

N

N∑
n=1

ζ(n)ζ(n)† =
1

N

( ∑N
n=1 |a(n)

1 |2 ∑N
n=1 a

(n)
1 a

(n)∗
2∑N

n=1 a
(n)
2 a

(n)∗
1

∑N
n=1 |a(n)

2 |2

)
. (2.13)

Due to the normalization, the expectation value of operator of the identity, represented

by unit matrix 1, should equal 1

〈1〉 = Trρ1 = Trρ =
1

N

N∑
n=1

(|a(n)
1 |2 + |a(n)

2 |2) = 1. (2.14)

Now one can use this formalism to describe polarization states of a set of spin 1/2

particles. Orientation of a spin along x, y or z axis is specified by the usual Pauli spin

operators σx, σy and σz

σx =

(
0 1

1 0

)
; σy =

(
0 −i

i 0

)
; σz =

(
1 0

0 −1

)

and expectation values of the polarization along particular axis are

px ≡ 〈σx〉 = Trρσx =
2

N

N∑
n=1

Re(a
(n)
1 a

(n)∗
2 )

py ≡ 〈σy〉 = Trρσy =
2

N

N∑
n=1

Im(a
(n)
1 a

(n)∗
2 )

pz ≡ 〈σz〉 = Trρσz =
1

N

N∑
n=1

(|a(n)
1 |2 − |a(n)

2 |2). (2.15)

These quantities are also called degrees of polarization.

While the spin 1/2 density matrix ρ is hermitian, it can be expanded in terms of the

set of matrices 1, σx, σy, σz as

ρ =
4∑

i=0

aiσi, (2.16)
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where σi denotes identity and Pauli matrices and by using of definitions (2.15) and

Trσiσj = 2δij, (2.17)

one finds that

2aj = Trρσj = pj. (2.18)

Therefore the spin 1/2 density matrix can be written in terms of polarization expectation

values as

ρ =
1

2
(1+ pxσx + pyσy + pzσz). (2.19)

In the simple case of a scattering with a spin structure ~1
2

+ 0 → ~1
2

+ 0, we will show

the dependence of differential cross section on polarization of spin 1/2 particles.

As far as quantum mechanics is a linear theory, the spinor that describes the outgoing

spin 1/2 particle is related linearly to the spinor of the incoming spin 1/2 particle

ζf = Mζi, (2.20)

where M is a 2× 2 matrix whose elements are functions of relevant energies and angles

of the reaction.

The density matrices of the initial and final states may be written according to (2.13)

as

ρi =
1

N

N∑
n=1

ζ
(n)
i [ζ

(n)
i ]† ; ρf =

1

N

N∑
n=1

ζ
(n)
f [ζ

(n)
f ]†. (2.21)

The trace of initial state density matrix is normalized to 1. On the other hand the

trace of density matrix for the final state corresponds to differential cross section for the

polarized beam

I(θ, φ) ∼ Trρf = TrMρiM
†, (2.22)

where relation between ρf and ρi can be derived from Eqs. (2.20,2.21). The differential

cross section of unpolarized beam, with density matrix

ρi =
1

2

(
1 0

0 1

)
,

can be reduced to

I0(θ) ∼ 1

2
TrMM †. (2.23)
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In order to calculate the expectation value of polarization of the scattered particles, one

need to use modified density matrix ρ′f normalized to 1

ρ′f =
ρf

Trρf

,

which similarly to definitions (2.15) leads into

p′k ≡ 〈σ′k〉 =
Trρfσ

′
k

Trρf

, (2.24)

where k indicate the direction of outgoing particle polarization.

Now by substitution of the initial density matrix expansion (2.19) to the formula for

differential cross section (2.22), one can easily derive

I(θ, φ) = TrMρiM
† = I0(θ)

(
1 +

3∑
j=1

pjAj(θ)

)
, (2.25)

where

Aj(θ) =
TrMσjM

†

TrMM † (2.26)

is the analysing power of the reaction for the jth initial polarization component. Sim-

ilarly one can derive an expression for differential cross section for the case when the

polarization of outgoing spin 1/2 particles along k-axis is measured

p′kI(θ, φ) = I0(θ)

(
P ′k(θ) +

3∑
j=1

pjK
k
j (θ)

)
, (2.27)

where

P ′k(θ) =
TrMM †σ′k
TrMM † (2.28)

is the kth component of the polarization of outgoing particle produced by an unpolarized

beam and

Kk
j (θ) =

TrMσjM
†σ′k

TrMM † (2.29)

is the polarization transfer coefficient that relates the jth initial polarization component

to the kth final polarization component. All off the polarization observables may vary

between −1 and 1 for the present spin 1/2 case.

Actually the forms (2.25,2.27) for the differential cross sections are the most general

forms allowed by the conservation of the angular momentum and in the concrete cases
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(like the different spin structures of reaction) some of the polarization observables can

become zero as we will see in next chapters concerning polarization observables.

Moreover the fermion spin state can be described also by the polarization 4-vector

sµ defined in the lepton rest frame, where p̃µ = (m`, 0), as s̃µ = (0, ~ξ) where ~ξ is a

unit 3-vector pointing in the direction of the electron spin. The polarization 4-vector

sµ in actual frame can be again obtained by Lorentz transformation of s̃µ. It satisfies

following constraints

s · p = 0 s · s = −1 (2.30)

and it is related to ~ξ as

sµ = (s0, ~s) =

(
~p · ~ξ
m`

, ~ξ +
~p(~p · ~ξ)

m`(m` + p0)

)
. (2.31)

It can be used for the calculation of processes with polarized fermions, where

uū =
1

2
(p̂+m`)(1− γ5ŝ) (2.32)

and antifermions, where

vv̄ =
1

2
(p̂−m`)(1− γ5ŝ). (2.33)

In the special case when sµ describes fermion polarized along particular axis and degree

of polarization λ (expectation value of the polarization) along this axis is lower than 1,

expressions (2.32, 2.33) are modified to

uū =
1

2
(p̂+m`)(1− λγ5ŝ).



3. POLARIZATION OBSERVABLES -

EXAMPLE OF CALCULATION

3.1 Motivation

The aim of this Chapter is to give a pedagogical derivation of polarization observables

for the annihilation reaction e++e− → N+N̄ . The reaction mechanism is one photon +

two photon exchange, the latter is described by an axial parametrization. After deriving

the general expressions for the cross section of a binary process, the matrix element

is written in terms of three complex amplitudes. The method to derive polarization

observables is detailed and all expressions are given in terms of generalized form factors.

The strategy for determining physical form factors in annihilation reactions in presence

of two photon exchange is suggested, on the basis of model independent properties of

the relevant observables.

3.2 Differential cross section

Let us define the cross section σ for a binary process

a(p1) + b(p2) → c(p3) + d(p4), (3.1)

where the momenta of the particles are indicated in parenthesis. The cross section σ

characterizes the probability that a given process occurs. The number of final particles

issued from a definite reaction is proportional to the number of incident particles NB,

the number of the target particles NT and the constant of proportionality is the cross

section:

NF = σNB ×NT . (3.2)
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The cross section can be viewed as an ’effective area’ over which the incident particle

reacts. Therefore, its dimension is cm2, but more often barn (1 barn=10−28 m2), or fm2

(1 fm=10−15 m).

An useful quantity is the luminosity L, defined as L = NB [s−1]NT [cm2]. For sim-

ple counting estimations, Nf = σL. This is an operative definition, which is used in

experimental physics.

On the other hand σ needs to be calculated theoretically for every type of process.

The present derivation is done in a relativistic approach. This means that

1. The kinematics is relativistic;

2. The matrix elementM, which contains the dynamics of the reaction is a relativistic

invariant. In general it is function of kinematical variables, also relativistic M =

f(s, t, u);

3. σ has to be written in a relativistic invariant form;

The starting point is the following expression for the cross section

dσ =
|M|2
J (2π)4δ(4)(p1 + p2 − p3 − p4)dP , (3.3)

which is composed by four terms:

1. The matrix element M, which contains the dynamics of the reaction, and it is

calculated following a model:

2. The flux of colliding particles J ;

3. The phase space for the final particles, dP ;

4. A term which insures the conservation of the four-momentum δ(4)(p1 + p2 − p3 −
p4) which is the product of four δ functions, because each component has to be

conserved separately.

Let us calculate in detail each term.
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3.2.1 Definition of flux

The flux is defined through the relative velocity of incoming and target particles:

I = nBnTvrel, (3.4a)

I = 4
√

(p1 · p2)2 −M2
1M

2
2 , (3.4b)

where M1(M2) is the mass of the beam (target) particle, vrel is the relative velocity

between beam and target particles and the densities of the beam and target particles

nB, nT are proportional to their energies as ni = 2Ei.

Let us prove that the two expressions (3.4a) and (3.4b) are equivalent. It is more

convenient to calculate I (Eq. 3.4 ) in the laboratory frame where the target is at rest:

p1 = (E1, ~p1), p2 = (M2, 0), |vrel| = |~v1 − ~v2| = |~p1|
E1

⇒ nB = 2E1, nT = 2M2. (3.5)

Replacing the equalities (3.5) in Eq. (3.4a):

I = 2E12M2
|~p1|
E1

= 4M2|~p1|

and in Eq. (3.4b) :

(p1 · p2)
2 −M2

1M
2
2 = M2

2E
2
1 −M2

1M
2
2 = M2

2 (E2
1 −M2

1 ) = M2
2 |~p1|2, → I = 4M2|~p1|

and the equalities (3.4) are proved. Moreover, we prove also that the flux does not

depend on the reference frame, because it can be written in a Lorentz invariant form.

Let us consider the center of mass system (CMS):

p1 = (E1, ~k), p2 = (E2,−~k), p1 · p2 = E1E2 + |~k|2, M2
1 = E2

1 − |~k|2, M2
2 = E2

2 − |~k|2

and

(p1 · p2)
2 −M2

1M
2
2 = E2

1E
2
2 + 2E1E2|~k|2 + |~k|4 − E2

1E
2
2 + |~k|2(E2

1 + E2
2)− |~k|4

= |~k|2(E1 + E2)
2 = |~k|2W 2. (3.6)

The flux, I, can be written as

I = 4|~k|W, (3.7)

where W = E1 + E2 is the initial energy of the system in CMS.
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3.2.2 Phase space

The phase space for a particle of energy E, mass M and four–momentum p (the number

of states in the unit volume) can be written from quantum mechanics in an invariant

form:

dP =

∫
d4p δ(p2 −M2)

(2π)3
Θ(E)

where the δ function insures that the particle is on mass shell and the step function

Θ(E) insures that only the solution with positive energy is taken into account.

Explicating the term which depends on energy:

d4p δ(p2 −M2) = δ3~pdEδ(E2 − ~p2 −M2).

and using the property of the δ function
∫
δ[f(x)]dx =

∑ 1

|f ′(xi)| , (3.8)

(xi are the roots of f(x)), with f(E) = E2 − ~p2 −M2, and f ′(E) = 2E one finds:
∫
dEδ(E2 − ~p2 −M2)Θ(E) =

1

2E
.

For the considered reaction:

dP =
d3~p3

(2π)32E3

d3~p4

(2π)32E4

.

3.2.3 Calculation of the cross section

The total cross section can be written as:

σ =
(2π)4

I
∫
|M|2δ(4)(p1 + p2 − p3 − p4)

d3~p3

(2π)32E3

d3~p4

(2π)32E4

. (3.9)

One can see that it corresponds to a six-fold differential, but four δ functions are equiva-

lent to four integrations. So finally, for a binary process one is left with two independent

variables, (E, θ) or (s, t). For three particles, one has nine differentials, four integrations

i.e., five independent variables.

The term δ(4)(p1 + p2 − p3 − p4) can be splitted into an energy and a space part:

δ(4)(p1 + p2 − p3 − p4) = δ(E1 + E2 − E3 − E4)δ
(3)(~p1 + ~p2 − ~p3 − ~p4).
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Note that ∫
δ(3)(~p1 + ~p2 − ~p3 − ~p4)d

3~p4 = 1 (3.10)

in any reference frame.

Let us use spherical coordinates in CMS (p3 = (E3, ~p), p4 = (E4,−~p), d3~p =

|~p|2dΩdp)and consider the quantity J :

J = δ(E1 + E2 − E3 − E4)
d3~p3

4E3E4

= δ(W − E3 − E4)
|~p|2dΩdp
4E3E4

, (3.11)

where

E2
3 = M2

3 + |~p|2, E2
4 = M2

4 + |~p|2 → E3dE3 = E4dE4 = |~p|dp.
After integration, using the property (3.8):

J =

∫
δ(W − E3 − E4)

dE3|~p|dΩ
4E4

=
|~p|dΩ
4E4

1∣∣∣∣
d

dE3

(W − E3 − E4)

∣∣∣∣
, (3.12)

where
d

dE3

(W − E3 − E4) = −1− dE4

dE3

= −1− E3

E4

= −W
E4

(3.13)

and therefore

J =
|~p|dΩ
4W

. (3.14)

Substituting Eqs. (3.7, 3.14) in Eq. (3.9) we find the general expression for the

differential cross section of a binary process, in CMS:

dσ

dΩ
=

|M|2|~p|
64π2W 2|~k|

, (3.15)

and for the total cross section:

σ =

∫ |M|2|~p|
64π2W 2|~k|

dΩ. (3.16)

In case of elastic scattering, |~k| = |~p|, therefore:

dσ

dΩ

el

=
|M|2

64π2W 2
= |F el|2 (3.17)

with the elastic amplitude F el =
|M|
8πW

.
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N(p  )

N(p  )

e −(k  )

e + (k  )

1

2

1

2

Fig. 3.1: Annihilation e− + e+ → N̄ + N in CMS system.

For the annihilation reaction considered here, e+ +e− → N+N̄ , neglecting the mass

of the electron, one has:

|~k| = W

2
, |~p| =

√
E2 −M2 = E

√
1−M2/E2 =

W

2
β,

and
dσ

dΩ

ann

=
|M|2β
64π2q2

, (3.18)

where β =
√

1− 4M2/q2 and q2 = s = (p1 + p2)
2.

3.3 Axial parametrization of the matrix element

In presence of two photon exchange (TPE), the matrix element of the reaction e−(k1)+

e+(k2) → N̄(p1) + N(p2), can be parametrized by three complex amplitudes. In the

present derivation we will use the following expression for the matrix element of this

reaction, taking into account the TPE contribution,

M = −e
2

q2

{
ū(−k2)γµu(k1)ū(p2)

[
F̃1((k1 + k2)

2, (k1 − p1)
2)γµ

− F̃2((k1 + k2)
2, (k1 − p1)

2)

2m
σµνqν

]
u(−p1)

+ū(−k2)γµγ5u(k1)ū(p2)γµγ5u(−p1)AN((k1 + k2)
2, (k1 − p1)

2)

}
, (3.19)

where m is nucleon mass, k1 and k2 are electron and positron four-momenta, p1 and p2

are antinucleon and nucleon four-momenta and q = k1 + k2 = p1 + p2. The first two
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amplitudes contain the contributions of 1γ
⊗

2γ exchange, whereas the third amplitude

is fully induced by 2γ exchange. AN can be parametrized in different but equivalent

ways. Here we use the axial parametrization that describes the exchange of a 1+ particle.

The spin and parity of the transition induced by TPE can be any, but the C-parity must

be positive (whereas it is negative for 1γ exchange).

The three complex amplitudes, F̃1N , F̃2N and AN , which generally are functions of

two independent kinematical variables, (k1 + k2)
2 and (k1 − p1)

2 fully describe the spin

structure of the matrix element for the reaction e+ + e− → N + N̄ - for any number of

exchanged virtual photons, because they contain C-odd and C-even terms.

This expression (3.19) holds under assumption of the P–invariance of the electro-

magnetic interaction and conservation of lepton helicity, which is correct for standard

QED at the high energy, i.e., in zero electron mass limit. Note, however, that expression

(3.19) is one of the many equivalent representations of the e+ + e− → N + N̄ reaction

matrix element.

In the Born (1γ exchange) approximation these amplitudes reduce to:

F̃Born
1 ((k1 + k2)

2, (k1 − p1)
2) = F1(q

2), F̃Born
2 (k1 + k2)

2, (k1 − p1)
2) = F2(q

2),

ABorn
N ((k1 + k2)

2, (k1 − p1)
2) = 0, (3.20)

where F1(q
2) and F2(q

2) are the Dirac and Pauli nucleon electromagnetic form factors

(FFs), respectively, and they are complex functions of the variable q2. The complexity

of FFs arises from the final–state strong interaction of the produced NN̄−pair. In the

following we use the standard magnetic GM(q2) and charge GE(q2) nucleon FFs which

are related to FFs F1(q
2) and F2(q

2) as follows

GM = F1 + F2, GE = F1 + τF2, τ =
q2

4m2
> 0. (3.21)

By analogy with these relations, let us introduce a linear combinations of the F1,2(q
2, t)

amplitudes which in the Born approximation correspond to the Sachs FFs GM and GE:

G̃M((k1 + k2)
2, (k1 − p1)

2) = F̃1 + F̃2,

G̃E((k1 + k2)
2, (k1 − p1)

2) = F̃1 + τ F̃2. (3.22)

The matrix element (3.19) can be rewritten in terms of vector and axial electromagnetic
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currents:

M = −e
2

q2

(
j(v)
µ J (v)

µ + j(a)
µ J (a)

µ

)
, (3.23)

where j
(v)
µ , j

(a)
µ are vector and axial lepton currents and J

(v)
µ , J

(a)
µ are vector and axial

nucleon currents

j
(v)
µ = ū(−k2)γµu(k1), J (v)

µ = ū(p2)

[
F̃1γµ − F̃2

2m
σµνqν

]
u(−p1),

j
(a)
µ = ū(−k2)γµγ5u(k1), J (a)

µ = ū(p2)γµγ5u(−p1)AN , σµν =
1

2
[γµ, γν ]. (3.24)

Then the differential cross section of the reaction e− + e+ → N̄ +N in CMS according

to (3.18) can be written as

dσ

dΩ
=

α2β

4q6

(
j(v)
µ J (v)

µ + j(a)
µ J (a)

µ

) (
j(v)
ν J (v)

ν + j(a)
ν J (a)

ν

)∗

=
α2β

4q6

[
L(v)

µνH
(v)
µν + 2Re(L(i)

µνH
(i)
µν )

]
, α =

e2

4π
=

1

137
,

where we neglected terms proportional to A2
N (since the amplitude AN is entirely due

to the TPE contribution, which is of the order of α). The ’vector’ (v) and ’interference’

(i) leptonic/hadronic tensors are defined as

L(v)
µν = j(v)

µ j(v)∗
ν , L(i)

µν = j(a)
µ j(v)∗

ν , H(v)
µν = J (v)

µ J (v)∗
ν , H(i)

µν = J (a)
µ J (v)∗

ν . (3.25)

Note that the term proportional to the Dirac-like FF, F̃1, in the expression for the

nucleon vector current, J
(v)
µ , (3.24) is gauge invariant, when both particles (N, N̄) are

on mass shell. The second term proportional to the Pauli-like FF, F̃2, is always gauge

invariant:

(σµνqν)qµ =
1

2
(γµγν − γνγµ)qνqµ =

1

2
(q̂q̂ − q̂q̂) = 0.

It is possible to find other forms of the nucleon vector current J
(v)
µ , which are equiv-

alent only for on-shell particles. In our case nucleons are the final particles, therefore

they are on-shell.

Let us show that for on-shell nucleons the expression for the J
(v)
µ (3.24) can be simpli-

fied by using Dirac equations1 for particles (nucleon - p2) and antiparticles (antinucleon

1 It is correct only when nucleon and antinucleon are on mass shell (real particles), i.e., they satisfy

the Dirac equation.
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- p1)

ū(p2)(p̂2 −m) = 0 ⇒ ū(p2)p̂2 = ū(p2)m

(p̂1 +m)u(−p1) = 0 ⇒ p̂1u(−p1) = −u(−p1)m

and the properties of Dirac matrices : {γµ, γν} = 2gµν , where gµν is the metric tensor

of the Minkowski spacetime, âb̂ + b̂â = 2ab, âγµ + γµâ = 2aµ, where a and b are four

vectors.

Let us develop the term accompanying F̃2:

ū(p2)σµνqνu(−p1) =
1

2
ū(p2) (γµγν − γνγµ) qνu(−p1) =

1

2
ū(p2) (γµq̂ − q̂γµ)u(−p1)

=
1

2
ū(p2) [γµ(p̂1 + p̂2)− (p̂1 + p̂2)γµ] u(−p1)

=
1

2
ū(p2) [γµ(−m+ p̂2)− (p̂1 +m)γµ] u(−p1)

=
1

2
ū(p2) [−2mγµ + (γµp̂2 − p̂1γµ)] u(−p1)

=
1

2
ū(p2) [−2mγµ + (2p2µ − p̂2γµ − 2p1µ + γµp̂1)] u(−p1)

=
1

2
ū(p2) [−4mγµ + 2(p2 − p1)µ] u(−p1). (3.26)

Replacing in the expression for J
(v)
µ , Eq. (3.24):

J (v)
µ = ū(p2)

[
(F̃1 + F̃2)γµ − F̃2

2m
(p2 − p1)µ

]
u(−p1)

= ū(p2)

[(
F̃1 + F̃2

)
γµ − F̃2

m
Pµ

]
u(−p1), (3.27)

where P = (p2 − p1)/2 and F̃1, F̃2 can be substituted by generalized magnetic and

charge nucleon FFs, Eq. (3.22):

J (v)
µ = ū(p2)

[
G̃M,N(q2, t)γµ − G̃M,N(q2, t)− G̃E,N(q2, t)

m(1− τ)
Pµ

]
u(−p1). (3.28)

For simplicity, we will use in our calculations:

G̃M,N − G̃E,N

m(1− τ)
= G2N . (3.29)
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3.4 Lepton and hadron tensors

We give a detailed derivation of the tensors, in particular of the lepton tensor, by

explicating the matrix components.

3.4.1 Lepton tensors

The calculation of the leptonic tensors leads to the calculation of a trace. Let us give

the explicit derivation. From Eqs. (3.24,3.25), the expression for the ’vector part’ of the

leptonic tensor is:

L(v)
µν = ū(−k2)γµu(k1) [ū(−k2)γνu(k1)]

∗ . (3.30)

Using the definition ū(−k2) = u†(−k2)γ4 = u∗(−k2)γ4 and the following properties of

the γ matrices: γ∗4 = γ4, (γ4)ij = (γ4)ji, (γ4)kl(γ4)lm = δkm, the complex conjugated

term can be written as

[ū(−k2)γνu(k1)]
∗ = [u∗(−k2)γ4γνu(k1)]

∗ = u(−k2)γ
∗
4γ

∗
νu

∗(k1). (3.31)

In component form (with spinor indices):

ui(−k2)(γ
∗
4)ij(γ

∗
ν)jku

∗(k1)k = u(−k2)i(γ4)ij(γ
∗
ν)jkδkmu

∗(k1)m

= u(−k2)i(γ4)ij(γ
∗
ν)jk(γ4)kl(γ4)lmu

∗(k1)m

= u∗m(k1)(γ4)ml(γ4)lk(γ
†
ν)kj(γ4)jiui(−k2)

= ū(k1)γ4γ
†
νγ4u(−k2) = ū(k1)γνu(−k2).

Therefore

[ū(−k2)γνu(k1)]
∗ = ū(k1)γνu(−k2). (3.32)

This result will be used all along the paper, with other terms between bispinors (γν ,

γνγ5, Pν).

Let us write the tensor (3.30) in component form

L(v)
µν = ūi(−k2)(γµ)iju(k1)jūa(k1)(γν)abub(−k2)

= ub(−k2)ūi(−k2)(γµ)ijuj(k1)ūa(k1)(γν)ab

= (ρ2)bi(γµ)ij(ρ1)ja(γν)ab = Tr[u(−k2)ū(−k2)γµu(k1)ū(k1)γν ], (3.33)



3. Polarization Observables - Example of Calculation 36

where we applied the property that a product of matrices is a matrix and the first and

last indices coincide: TrA =
∑

b Abb. The density matrices ρ = u(p)ū(p) for polarized

and unpolarized particles and antiparticles are given in the Table 3.1.

particle antiparticle

unpolarized p̂+m p̂−m

polarized (p̂+m)1
2
(1− γ5ŝ) (p̂−m)1

2
(1− γ5ŝ)

Tab. 3.1: The density matrices for polarized/unpolarized particles and antiparticles.

The polarization four-vector s is related to the unit vector along polarization of the

particle in its rest system, ~ξ by

s0 =
1

m
~p · ~ξ ; ~s = ~ξ +

~p(~p · ~ξ)
m(m+ E)

. (3.34)

Let us consider firstly unpolarized incoming positron and longitudinally polarized

incoming electron. In this case the leptonic vector tensor, can be written as

L(v)
µν = Tr

[
(k̂2 −me)γµ(k̂1 +me)

1

2
(1− γ5ŝ)γν

]
= L(v)

µν (0) + L(v)
µν (S) (3.35)

and expanded as a sum over polarization states.

The unpolarized lepton tensor : L(v)
µν (0)

Let us extract the part of the leptonic vector tensor which does not depend on polar-

ization:

L(v)
µν (0) =

1

2
Tr

[
(k̂2 −me)γµ(k̂1 +me)γν

]
=

1

2

[
Tr(k̂2γµk̂1γν)−m2

eTr (γµγν)
]
.

Using the rules for calculating the traces of Dirac matrices : Trγµγν = 4gµν and

Trγργµγσγν = 4(gρµgσν + gµσgνρ − gσρgµν) one finds:

L(v)
µν (0) = 2

(
k1νk2µ + k1µk2ν − k1.k2gµν −m2

egµν

)
= −q2gµν + 2 (k1νk2µ + k1µk2ν) ,

(3.36)

where we used identity

q2 = (k1 + k2)
2 = k2

1 + 2k1k2 + k2
2 = 2(m2

e + k1k2) ⇒ k1k2 +m2
e =

q2

2
. (3.37)

The tensor describing an unpolarized electron is symmetric.
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The polarized lepton tensor : L(v)
µν (S)

For the polarized part of the lepton tensor one has

L(v)
µν (S) = −1

2
Tr

[
(k̂2 −me)γµ(k̂1 +me)γ5ŝγν

]

= −1

2
me

{
Tr

[
γ5k̂2γµŝγν

]
− Tr

[
γ5γµk̂1ŝγν

]}

= 2mei 〈k2µsν〉 − 2mei 〈µk1sν〉 = 2mei 〈µνsq〉 , (3.38)

where we used the notation

Tr(γ5γµγνγργσ) = −4iεµνρσ = −4i 〈µνρσ〉 ,

and the properties of permutations of Dirac matrices. The greek letters µ, ν are used

for the uncontracted indices of the antisymmetric tensor εµνρσ.

One can check that the tensor L
(v)
µν (S) (3.38) has the following property, which follows

from current conservation:

qµ · L(v)
µν (S) = εµνσρsσqρqµ = 0

as it is the product of an antisymmetric tensor (εµνσρ) times a symmetric tensor qρqµ.

When the electron is longitudinally polarized (~ξ ‖ ~k1 → ~ξ ·~k1 = |~k1| =
√
E2 −m2

e ≈
E), the components of the polarization vector sµ (Eq. 3.34) become

s0 =
E

me

; ~s = ~ξ

(
1 +

|~k1|2
me(me + E)

)
= ~ξ

(
1 +

E2 −m2
e

me(E +me)

)
= ~ξ

E

me

, i.e., sµ = λe
k1µ

me

,

(3.39)

where the helicity λe takes the values = ±1 if ~ξ is parallel or antiparallel to ~k1. One

can see that the longitudinally polarized part of ’vector’ lepton tensor (3.38) is not

suppressed by the electron mass and it can be written as:

L(v)
µν (S) = 2iλe 〈µνk1q〉 . (3.40)

Notice that the transversal component of the vector polarization remains unchanged

and should be evaluated from (3.38).
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The unpolarized lepton tensor : L(i)
µν(0)

According to (3.24) and (3.25)

L(i)
µν = ū(−k2)γµγ5u(k1) [ū(−k2)γνu(k1)]

∗ = ū(−k2)γµγ5u(k1)ū(k1)γνu(−k2),

resp.

L(i)
µν = Tr [u(−k2)ū(−k2)γµγ5u(k1)ū(k1)γν ]

= Tr

[
(k̂2 −me)γµγ5(k̂1 +me)

1

2
(1− γ5ŝ)γν

]
. (3.41)

Again it can be divided to polarized and unpolarized part. For the unpolarized part

L(i)
µν(0) =

1

2
Tr

[
(k̂2 −me)γµγ5(k̂1 +me)γν

]
=

1

2
Tr

[
γ5k̂2γµk̂1γν

]
, (3.42)

which can be expressed as

L(i)
µν(0) =

1

2
(−4i)ερµσνk2ρk1σ = 2i 〈µνk2k1〉 . (3.43)

The polarized lepton tensor : L(i)
µν(S)

The polarized part of L
(i)
µν is written as:

L(i)
µν(S) = −1

2
Tr

[
(k̂2 −me)γµγ5(k̂1 +me)γ5ŝγν

]

= −1

2
Tr

[
(k̂2 −me)γµmeŝγν

]
+

1

2
Tr

[
(k̂2 −me)γµk̂1ŝγν

]
, (3.44)

where we used γ2
5 = 1. Eq. (3.44) can be simplified to

L(i)
µν(S) = −me

2

[
Tr(k̂2γµŝγν)− Tr(γµk̂1ŝγν)

]

= −2me [k2µsν + k2νsµ − k2 · sgµν − k1µsν + k1νsµ − k1 · sgµν ] .

In case of longitudinally polarized electron beam, with the help of Eq. (3.39), this

expression simplifies to:

L(i)
µν(S) = λe[q

2gµν − 2(k2µk1ν + k2νk1µ)]. (3.45)
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Lepton tensor summary

The leptonic tensors for the case of longitudinally polarized electrons

L(v)
µν = −q2gµν + 2(k1µk2ν + k1νk2µ) + 2iλe 〈µνk1q〉 (3.46)

L(i)
µν = 2i 〈µνk2k1〉+ λe[q

2gµν − 2(k1µk2ν + k1νk2µ)], (3.47)

where λe is the degree of the electron longitudinal polarization. We will consider that

the lepton is fully polarized, i.e., |λe| = 1, but it shows explicitly which part of the

leptonic tensor depends on polarization of the incoming electron.

3.4.2 Hadron tensors

According to the definitions (3.25) and (3.28), H
(v)
µν can be expressed as

H(v)
µν = ū(p2) [GMγµ −G2Pµ]u(−p1) [ū(p2) [GMγν −G2Pν ]u(−p1)]

∗

= ū(p2) [GMγµ −G2Pµ]u(−p1)ū(−p1) [G∗Mγν −G∗2Pν ] u(p2) (3.48)

= Tr [u(p2)ū(p2) [GMγµ −G2Pµ]u(−p1)ū(−p1) [G∗Mγν −G∗2Pν ]] .

Generally, taking into account the polarization states of the produced nucleon and

antinucleon, the hadronic tensor can be written as the sum of three contributions

Hµν = Hµν(0) +Hµν(s1) +Hµν(s1, s2), (3.49)

where the tensor Hµν(0) describes the production of unpolarized particles, the tensor

Hµν(s1) describes the production of polarized nucleon or antinucleon and the tensor

Hµν(s1, s2) corresponds to the production of both polarized particles (N and N̄).

According to this notation and using the expressions of the density matrices from

Table 3.1, Eq. (3.48) can be written as:

H(v)
µν = Tr

{
(p̂2 +m)

[
G̃Mγµ −G2Pµ

]
(p̂1 −m)

1

2
(1− γ5ŝ1)

[
G̃∗Mγν −G∗2Pν

]}
, (3.50)

which can be considered as a sum of polarized and unpolarized parts (similarly to the

leptonic tensor), s1µ is the polarization four-vector of the antinucleon.
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The unpolarized hadron tensor : H(v)
µν (0)

The unpolarized part of H
(v)
µν can be extracted from (3.50)

H(v)
µν (0) =

1

2
Tr

[
(p̂2 +m)

(
G̃Mγµ −G2Pµ

)
(p̂1 −m)

(
G̃∗Mγν −G∗2Pν

)]

=
1

2

[
G̃MG̃

∗
MTr(p̂2γµp̂1γν) +mG̃MG

∗
2PνTr(p̂2γµ) +G2G

∗
2PµPνTr(p̂2p̂1)

+ mG̃∗MG2PµTr(p̂2γν)−mG̃MG
∗
2PνTr(γµp̂1)−m2G̃MG̃

∗
MTr(γµγν)

− mG̃∗MG2PµTr(p̂1γν)−m2G2G
∗
2PµPνTr1̂

]

where we omit the terms containing an odd number of γ matrices, since their trace

vanishes, and further simplify as:

H(v)
µν (0) = 2

[
|G̃M |2(p1µp2ν + p1νp2µ − (p1p2 +m2)gµν)

+ PµPν

(|G2|2(p1p2 −m2) + 4mReG̃MG
∗
2

)]
.

Now we can apply following identities

p1p2 +m2 =
q2

2
; p1p2 −m2 = 2m2(τ − 1) ; p1µp2ν + p1νp2µ =

qµqν
2

− 2PµPν (3.51)

to obtain

H(v)
µν (0) = H1g̃µν +H2PµPν , (3.52)

where g̃µν = gµν − qµqν/q
2 and

H1 = −q2|G̃M |2 (3.53)

H2 = 4
[
m2|G2|2(τ − 1)− |G̃M |2 + 2mRe(G̃MG

∗
2)

]
.

The formula for H2 can be rewritten in terms of GM and GE

H2 =
4

τ − 1

[
|G̃E|2 − τ |G̃M |2

]
. (3.54)
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The polarized hadron tensor : H(v)
µν (s1)

The polarized part of H
(v)
µν (also from (3.50))

H(v)
µν (s1) = −1

2
Tr

[
(p̂2 +m)

(
G̃Mγµ −G2Pµ

)
(p̂1 −m)γ5ŝ1

(
G̃∗Mγν −G∗2Pν

)]

=
1

2

[
Tr(p̂2G̃Mγµp̂1γ5ŝ1G

∗
2Pν) + Tr(p̂2G̃Mγµmγ5ŝ1G̃

∗
Mγν)

+ Tr(p̂2G2Pµp̂1γ5ŝ1G̃
∗
Mγν)− Tr(mG̃Mγµp̂1γ5ŝ1G̃

∗
Mγν)

=
1

2

[
− G̃MG

∗
2PνTr(γ5p̂2γµp̂1ŝ1) +m|G̃M |2Tr(γ5p̂2γµŝ1γν)

+ G̃∗MG2PµTr(γ5p̂2p̂1ŝ1γν)−m|G̃M |2Tr(γ5γµp̂1ŝ1γν)
]

can be simplified

H(v)
µν (s1) = 2i

[
G̃MG

∗
2Pν 〈p2µp1s1〉+m|G̃M |2(〈µp1s1ν〉 − 〈p2µs1ν〉)

− G̃∗MG2Pµ 〈p2p1s1ν〉
]

= 2i
[
(G̃MG

∗
2)
∗Pµ 〈νp2p1s1〉 − G̃MG

∗
2Pν 〈µp2p1s1〉+m|G̃M |2 〈µνqs1〉

]
,

or alternatively in terms of G̃M and G̃E

H(v)
µν (s1) =

2

m(τ − 1)

[
im2(τ − 1)|G̃M |2 〈µνqs1〉

+ iRe(G̃M(G̃E − G̃M)∗)(Pµ 〈νp2p1s1〉 − Pν 〈µp2p1s1〉)
+ Im(G̃MG̃

∗
E)(Pµ 〈νp2p1s1〉+ Pν 〈µp2p1s1〉)

]
, (3.55)

where we used Im|GM |2 = 0 and identity

Re(A)(PµQν − PνQµ)− iIm(A)(PµQν + PνQµ) = A∗PµQν − APνQµ,

which can be easily proved. Notice, that the first 2 terms in equation (3.55) are anti-

symmetric and the third (last) term is symmetric with aspect to the exchange µ↔ ν.

The unpolarized hadron tensor : H(i)
µν (0)

Using the definitions (3.25) and (3.28)

H(i)
µν = ū(p2)γµγ5u(−p1)AN

[
ū(p2)(G̃Mγν −G2Pν)u(−p1)

]∗

= Tr

[
(p̂2 +m)γµγ5AN(p̂1 −m)

1

2
(1− γ5ŝ1)(G̃

∗
Mγν −G∗2Pν)

]
, (3.56)
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which gives for the unpolarized part

H(i)
µν (0) =

1

2
Tr

[
(p̂2 +m)γµγ5AN(p̂1 −m)(G̃∗Mγν −G∗2Pν)

]

=
1

2
ANG̃

∗
MTr[γ5p̂2γµp̂1γν ] = 2iANG̃

∗
M 〈µνp2p1〉 . (3.57)

The polarized hadron tensor : H(i)
µν (s1)

The polarized part of H
(i)
µν follows from Eq. (3.56)

H(i)
µν (s1) = −1

2
Tr

[
(p̂2 +m)γµγ5AN(p̂1 −m)γ5ŝ1(G̃

∗
Mγν −G∗2Pν)

]

=
1

2
AN

[
Tr[(p̂2 +m)γµmŝ1(G̃

∗
Mγν −G∗2Pν)]

+ Tr[(p̂2 +m)γµp̂1ŝ1(G̃
∗
Mγν −G∗2Pν)]

]

=
1

2
AN

[
−m2G∗2PνTr[γµŝ1] +mG̃∗MTr[p̂2γµŝ1γν ]

− G∗2PνTr[p̂2γµp̂1ŝ1] +mG̃∗MTr[γµp̂1ŝ1γν ]
]

(3.58)

and by applying rules for traces we get

H(i)
µν (s1) = 2AN

[
−m2G∗2Pνs1µ −G∗2Pν(p2µp1 · s1 + p1µp2 · s1 − p1 · p2s1µ) (3.59)

+ mG̃∗M(p2µs1ν + p2νs1µ − p2 · s1gµν + p1µs1ν − p1νs1µ + p1 · s1gµν)
]
,

where

s1 · p1 = 0 ; s1 · p2 = s1 · q,
while s1µ is polarization four-vector of the antinucleon. Using Eq. (3.51) it can be

simplified (3.59) to

H(i)
µν (s1) = 2AN

[
2m2(τ − 1)G∗2Pνs1µ −G∗2Pνp1µs1 · q −mG̃∗Mq · s1gµν

+ mG̃∗M(p2µs1ν + p2νs1µ + p1µs1ν − p1νs1µ)
]
, (3.60)

which can be rewritten in terms of the generalized Sachs FFs as

H(i)
µν (s1) = mAN

[
− 2q · s1G̃

∗
Mgµν − 2q · s1

m2(1− τ)
(G̃M − G̃E)∗p1µPν (3.61)

+ (G̃M + G̃E)∗(s1µp2ν + s1νp2µ) + (G̃M − G̃E)∗(s1µp1ν + s1νp1µ)

− (G̃M + G̃E)∗(s1µp1ν − s1νp1µ)− (G̃M − G̃E)∗(s1µp2ν − s1νp2µ)
]
,
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where we can distinguish two antisymmetric terms and three symmetric terms (and the

term proportional to p1µPν) :

2p1µPν = p1µPν + p1νPµ + p1µPν − p1νPµ.

3.5 Differential cross section

The differential cross section can be written as the sum of unpolarized and polarized

terms, corresponding to the different polarization states and polarization direction of

the incident and scattered particles. In our case we consider just polarization of the

outgoing antinucleon and longitudinal polarization of the incoming electron (with the

degree of polarization λe).

dσ

dΩ
=
dσun

dΩ
[1 + Pyξy + λePxξx + λePzξz] . (3.62)

3.5.1 Unpolarized differential cross section

The unpolarized differential cross section can be written as

dσun

dΩ
=
α2β

4q6

[
L(v)

µν (0)H(v)
µν (0) + 2Re(L(i)

µν(0)H(i)
µν (0))

]
=
α2β

4q2
D,

where β =
√

1− 4m2/q2 is nucleon velocity in CMS and

D =
1

q4

[
L(v)

µν (0)H(v)
µν (0) + 2Re(L(i)

µν(0)H(i)
µν (0))

]
. (3.63)

Let us calculate the first term of D. According to Eqs. (3.36) and (3.52)

L(v)
µν (0)H(v)

µν (0) =
[−q2gµν + 2 (k1νk2µ + k1µk2ν)

]× [H1g̃µν +H2PµPν ]

= −H1q
2(4− q2

q2
)−H2q

2P 2 + 4H1

(
k1.k2 − (k1.q)(k2.q)

q2

)

+ 4H2(k1.P )(k2.P ), (3.64)

where k1.k2 = k1.q = k2.q = q2/2 and

P 2 =
(m2 − p1.p2)

2
=
m2 − (E2 − ~p1.~p2)

2
= m2 − E2 = m2(1− τ), (3.65)
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where E2 = q2/4 and m2 = E2 − ~p 2
1 .

Let us define a coordinate frame in CMS of the reaction e+ + e− → N + N̄ in such

a way that the z axis is directed along the three-momentum of the antinucleon (~p1).

Therefore, the components of four-momenta can be written as

p1 = (E, 0, 0, |~p1|) ; k1 = (E,−|~k1| sin θ, 0, |~k1| cos θ)

p2 = (E, 0, 0,−|~p1|) ; k2 = (E, |~k1| sin θ, 0,−|~k1| cos θ)

q = (2E, 0, 0, 0) ; P = (0, 0, 0,−|~p1|), (3.66)

where |~k1| = E = m
√
τ , |~p1| =

√
E2 −m2 = m

√
τ − 1 and θ is the angle between

electron and detected antinucleon momenta. These identities and definitions lead to

L(v)
µν (0)H(v)

µν (0) = 2q4|G̃M |2 + 4m2q2(|G̃E|2 − τ |G̃M |2)
− 16

τ − 1
(|G̃E|2 − τ |G̃M |2)|~k1|2|~p1|2 cos2 θ

= q4

[
|G̃M |2 +

1

τ
|G̃E|2 − 1

τ
(|G̃E|2 − τ |G̃M |2) cos2 θ

]

= q4

[
|G̃M |2(1 + cos2 θ) +

1

τ
|G̃E|2 sin2 θ

]
. (3.67)

The second term of D can be written according to Eqs. (3.43) and (3.57) as

L(i)
µν(0)H(i)

µν (0) = 2i 〈µνk2k1〉 × 2iANG̃
∗
M 〈µνp2p1〉 ,

which can be written as (see appendix)

L(i)
µν(0)H(i)

µν (0) = −4ANG̃
∗
M2 ((k2.p1)(k1.p2)− (k2.p2)(k1.p1))

= q4

[
−2ANG̃

∗
M

1

τ

√
τ(τ − 1) cos θ

]
. (3.68)

Finally we get the following expression for D

D = |G̃M |2(1 + cos2 θ) +
1

τ
|G̃E|2 sin2 θ − 4

τ

√
τ(τ − 1) cos θReG̃MA

∗
N . (3.69)

3.5.2 Single spin polarization observables, antiproton polarization

Py

Py is a single-spin polarization observable, which appears in the Born approximation in

the e− + e+ → N + N̄ process with one polarized particle - the antinucleon (N̄), which
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is polarized along the y-axis. It is shown below, that this observable doesn’t depend

on polarization of electron. Polarization of antinucleon along y-axis means, that its

polarization unit vector ~ξ has only y-component (~ξ = (0, 1, 0)). This leads to following

properties of antinucleon s1y (3.34), (3.66)

~p1 · ~ξ = 0 ⇒ s10 = 0 ; ~s1y = ~ξ = (0, 1, 0). (3.70)

The general expression for Py is

Py =
α2β

4q6

[
L(v)

µνH
(v)
µν (s1y) + 2Re(L(i)

µνH
(i)
µν (s1y))

] /dσun

dΩ

=
1

Dq4

[
L(v)

µνH
(v)
µν (s1y) + 2Re(L(i)

µνH
(i)
µν (s1y))

]
, (3.71)

which can be divided into two parts - with unpolarized electron and with polarized

electron

Py =
1

Dq4

[
L(v)

µν (0)H(v)
µν (s1y) + 2Re(L(i)

µν(0)H(i)
µν (s1y))

]

+
1

Dq4

[
L(v)

µν (S)H(v)
µν (s1y) + 2Re(L(i)

µν(S)H(i)
µν (s1y))

]
.

At first we will prove, that longitudinally polarized electron doesn’t contribute to

polarization observable Py. The first term of the polarized electron part equals (3.40),

(3.55) for λe = 1:

L(v)
µν (S)H(v)

µν (s1y) = 2i 〈µνk1q〉 × 2

m(τ − 1)

[
im2(τ − 1)|G̃M |2 〈µνqs1y〉

+ iRe(G̃M(G̃E − G̃M)∗)(Pµ 〈νp2p1s1y〉 − Pν 〈µp2p1s1y〉)
+ Im(G̃MG̃

∗
E)(Pµ 〈νp2p1s1y〉+ Pν 〈µp2p1s1y〉)

]
.

The lepton tensor is antisymmetric, therefore its product with the third (symmetric)

part of the hadron tensor vanishes. The first product is proportional to

〈µνk1q〉 × 〈µνqs1y〉 = 2(k1 · s1y q
2 − k1 · q s1y · q) = 0, (3.72)

where we used (3.66, 3.70) k1.s1y = s1y.q = 0. The second product is proportional to

〈µνk1q〉 × (Pµ 〈νp2p1s1y〉 − Pν 〈µp2p1s1y〉) = −2 〈νPk1q〉 〈νp2p1s1y〉
= −2

[
P · p2(k1 · s1y q · p1 − k1 · p1 q · s1y) + P · p1(k1 · p2 q · s1y − k1 · s1y q · p2)

+P · s1y(k1 · p1 q · p2 − k1 · p2 q · p1)
]

= 0, (3.73)
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where again Eqs. (3.66, 3.70) was used (P · s1y = q · s1y = k1 · s1y = 0).

The second part of the polarized electron part of Py (3.45), (3.61)

L(i)
µν(s)H

(i)
µν (s1y) =

[
q2gµν − 2(k2µk1ν + k2νk1µ)

]×
× mAN

[
− 2q · s1yG̃

∗
Mgµν − 2q.s1y

m2(1− τ)
(G̃M − G̃E)∗p1µPν

+ (G̃M + G̃E)∗(s1yµp2ν + s1yνp2µ) + (G̃M − G̃E)∗(s1yµp1ν + s1yνp1µ)

− (G̃M + G̃E)∗(s1yµp1ν − s1yνp1µ)− (G̃M − G̃E)∗(s1yµp2ν − s1yνp2µ)
]
,

where taking into account that q · s1y = 0 and that the product of a symmetric tensor

(L
(i)
µν) and an antisymmetric tensor is zero leads to

L(i)
µν(s1)H

(i)
µν (s1y) = 2q2mAN

[
(G̃M +GE )̃

∗
s1y · p2 + (G̃M − G̃E)∗s1y · p1

)

− 4mAN

(
(G̃M + G̃E)∗(k2 · s1y k1 · p2 + k1 · s1y k2 · p2)

+ (G̃M − G̃E)∗(k2.s1y k1 · p1 + k1 · s1y k2 · p1)
)

= 0, (3.74)

while k2 · s1y = k1 · s1y = p1 · s1y = p2 · s1y = 0.

Therefore, the polarization observable Py depends only on the unpolarized part

Py =
1

Dq4

[
L(v)

µν (0)H(v)
µν (s1y) + 2Re(L(i)

µν(0)H(i)
µν (s1y))

]
. (3.75)

With the help of Eqs. (3.36, 3.55), the first term is equal to

L(v)
µν (s)H(v)

µν (s1y) =
[− q2gµν + 2 (k1νk2µ + k1µk2ν)

]

× 2

m(τ − 1)

[
im2(τ − 1)|G̃M |2 〈µνqs1y〉

+ iRe(G̃M(G̃E − G̃M)∗)(Pµ 〈νp2p1s1y〉 − Pν 〈µp2p1s1y〉)
+ Im(G̃MG̃

∗
E)(Pµ 〈νp2p1s1y〉+ Pν 〈µp2p1s1y〉)

]
.

As L
(v)
µν (0) is a symmetric tensor it gives non-zero product only with the last (symmetric)

part of H
(v)
µν (s1y)

L(v)
µν (0)H(v)

µν (s1y) =
[− q2gµν + 2 (k1νk2µ + k1µk2ν)

]

× 2

m(τ − 1)

[
Im(G̃MG̃

∗
E)(Pµ 〈νp2p1s1y〉+ Pν 〈µp2p1s1y〉)

]

=
2Im(G̃MG̃

∗
E)

m(τ − 1)

[−q2 〈p2p2p1s1y〉+ q2 〈p1p2p1s1y〉
+ 4k1 · P 〈k2p2p1s1y〉+ 4k2 · P 〈k1p2p1s1y〉] ,
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where 〈p2p2p1s1y〉 = 〈p1p2p1s1y〉 = 0, because they are antisymmetric with two equal

components.

The computation of 〈k2p2p1s1y〉 and 〈k1p2p1s1y〉 is more complicated and for the first

time we will make it in detail. Let us recall the definition of

〈k2p2p1s1〉 = εµνρσk2µp2νp1ρs1yσ, µ, ν, ρ, σ = 0...3. (3.76)

We get non-zero result only if indices µ, ν, ρ, σ are different from each other (due to

antisymmetric ε-tensor property) and components k2µ, p2ν , p1ρ, s1yσ are non-zero for the

given index. Notice, that in case of Py polarization four-vector s1y has only one (y)

non-zero component (3.70), so in the equation (3.76) σ = 2. On the other hand four-

momentum k2 is the only one with non-zero x-component and therefore µ = 1. At last

p1 and p2 have two nonzero components, what leads into (with ε1230 = 1)

ε1νρ2k2xp2νp1ρs1yy = −ε1032k2xp20p1z − ε1302k2xp2zp10

= k2xp20p1z − k2xp2zp10 = 2E|~k1||~p1| sin θ
=

q2

2
m
√
τ − 1 sin θ. (3.77)

For the 〈k1p2p1s1y〉 we obtain a similar result

〈k1p2p1s1y〉 = −q
2

2
m
√
τ − 1 sin θ.

and according to Eq. (3.66) k1 · P = −k2 · P = m2
√
τ(τ − 1) cos θ, which all together

give a result

L(v)
µν (0)H(v)

µν (s1y) =
8

m(τ − 1)
Im(G̃MG̃

∗
E)q2m3(τ − 1)

√
τ sin θ cos θ

= 8m2q2Im(G̃MG̃
∗
E)
√
τ sin θ cos θ. (3.78)

With the help of Eqs. (3.43, 3.61), the second term of Eq. (3.75) is equal to

L(i)
µν(0)H(i)

µν (s1y) = 2i 〈µνk2k1〉 ×
× mAN

[
− 2q · s1yG̃

∗
MG̃µν −

2q · s1y

m2(1− τ)
(G̃M − G̃E)∗p1µPν

+ (G̃M + G̃E)∗(s1yµp2ν + s1yνp2µ) + (G̃M − G̃E)∗(s1yµp1ν + s1yνp1µ)

− (G̃M + G̃E)∗(s1yµp1ν − s1yνp1µ)− (G̃M − G̃E)∗(s1yµp2ν − s1yνp2µ)
]
,



3. Polarization Observables - Example of Calculation 48

where q · s1y = 0 and antisymmetric L
(i)
µν(0) gives zero product with symmetric parts of

H
(i)
µν (s1y)

L(i)
µν(0)H(i)

µν (s1y) = −2imAN 〈µνk2k1〉
[
(G̃M + G̃E)∗(s1yµp1ν − s1yνp1µ)

+ (G̃M − G̃E)∗(s1yµp2ν − s1yνp2µ)
]

= −4imAN

[
G̃∗M(〈s1yp1k2k1〉+ 〈s1yp2k2k1〉)

+ G̃∗E(〈s1yp1k2k1〉 − 〈s1yp2k2k1〉)
]

and

〈s1yp1k2k1〉+ 〈s1yp2k2k1〉 = 〈s1yqk2k1〉 = 0

〈s1yp1k2k1〉 − 〈s1yp2k2k1〉 = −2 〈s1yPk2k1〉 .

Therefore

L(i)
µν(0)H(i)

µν (s1y) = 8imANG̃
∗
E 〈s1yPk2k1〉 ,

where (similar to previous derivation)

ε23µνsyyPzk2µk1ν = −ε2301(−|~p1|)k20k1x − ε2310(−|~p1|)k2xk10

= 2m3τ
√
τ − 1 sin θ.

So the second term of Eq. (3.75) is

L(i)
µν(0)H(i)

µν (s1y) = 16im4ANG̃
∗
Eτ
√
τ − 1 sin θ (3.79)

and finally for Py (3.78, 3.79) we get

Py =
2 sin θ

D
√
τ

[
Im(G̃MG̃

∗
E) cos θ +

√
τ − 1

τ
Re[iANG̃

∗
E]

]

=
2 sin θ

D
√
τ

[
Im(G̃MG̃

∗
E) cos θ +

√
τ − 1

τ
Im[A∗NG̃E]

]
. (3.80)

3.5.3 Px

Px is a double-spin polarization observable: the polarization of the incoming electron is

necessary, in order to obtain a polarization of the outgoing antinucleon along the x-axis.
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The definition of the polarization observable Px is similar to Py (3.71)

Px =
1

Dq4

[
L(v)

µνH
(v)
µν (s1x) + 2Re(L(i)

µνH
(i)
µν (s1x))

]
, (3.81)

where, according to definition (3.34), the four-vector s1x is

~ξ = (1, 0, 0) ⇒ sx0 = 0 ; ~s1x = (1, 0, 0). (3.82)

For the derivation of Px we can use the same arguments as for Py, with the following

specificities:

• k1, k2 are not perpendicular to s1x and k1 · s1x = −k2 · s1x = |~k1| sin θ.

• the fully contracted terms 〈....〉, which contain only s, k1, k2, p1, p2, q, P are

vanishing, because these four-vectors have zero y-component.

The first property can be used in steps (3.72, 3.73, 3.74) and, as a consequence, the

polarized electron part of Px is not vanishing. The second property can be used in the

derivation of unpolarized electron part of Px, where similarly to Py, the only ’non-zero’

terms are proportional to 〈....〉 terms, which are zero for Px. Therefore unpolarized

electron process doesn’t contribute to Px.

Let us repeat steps (3.72, 3.73) for Px

〈µνk1q〉 × 〈µνqs1x〉 = 2(k1 · s1x q
2 − k1 · q s1x · q) = 2k1 · s1x q

2 = 2m
√
τq2 sin θ,

where s1x · q = 0. And

〈µνk1q〉 × (Pµ 〈νp2p1s1x〉 − Pν 〈µp2p1s1x〉) = −2
[
P · p2(k1 · s1x q · p1 − k1 · p1 q · s1x)

+ P · p1(k1 · p2 q · s1x − k1 · s1x q · p2) + P · s1x(k1 · p1 q · p2 − k1 · p2 q · p1)
]

= 2
[
P · p1 k1 · s1x q · p2 − P · p2 k1 · s1x q · p1

]
= 2q2m3(τ − 1)

√
τ sin θ,

where s1x · q = s1x · P = 0. These differences lead to

L(v)
µν (s)H(v)

µν (s1x) = −8m2q2
√
τ sin θ

[|G̃M |2 +Re(G̃M(G̃E − G̃M)∗)
]

= −8m2q2
√
τ sin θRe(G̃MG̃

∗
E) (3.83)
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And step (3.74)

L(i)
µν(s)H

(i)
µν (s1x) = 2q2mAN

(
(G̃M + G̃E)∗s1x · p2 + (G̃M − G̃E)∗s1x · p1

)

− 4mAN

[
(G̃M + G̃E)∗(k2 · s1x k1 · p2 + k1 · s1x k2 · p2)

+ (G̃M − G̃E)∗(k2 · s1x k1 · p1 + k1 · s1x k2 · p1)
]

= 0− 4mAN

[
(G̃M + G̃E)∗k1 · s1x p2(k2 − k1)

+ (G̃M − G̃E)∗k1 · s1x p1(k2 − k1)
]

= 16m4τ
√
τ − 1 cos θ sin θANG̃

∗
E. (3.84)

The results (3.83, 3.84) lead to final formula for Px

Px = −2 sin θ

D
√
τ

[
Re(G̃MG̃

∗
E)−

√
τ − 1

τ
cos θRe(ANG̃

∗
E)

]
. (3.85)

3.5.4 The component Pz

Pz is the polarization of the outgoing antinucleon along the z-axis. It is a double spin

polarization observable, induced by the polarization of incoming electron. The definition

of Pz is (similarly to Py):

Pz =
1

Dq4

[
L(v)

µνH
(v)
µν (s1z) + 2Re(L(i)

µνH
(i)
µν (s1z))

]
,

where s1z is the polarization four-vector with components (similar to longitudinal po-

larization of electron, Eq. (3.39) )

~ξ = (0, 0, 1) ⇒ sz0 =
|~p1|
m

=
√
τ − 1 ; ~s1z = (0, 0,

E

m
) = (0, 0,

√
τ). (3.86)

As we can see s1z doesn’t have y-component, what implies (similar as for Px) that the

unpolarized electron part doesn’t contribute to Pz

Pz =
1

Dq4

[
L(v)

µν (S)H(v)
µν (s1z) + 2Re(L(i)

µν(S)H(i)
µν (s1z))

]
. (3.87)

The first part of Eq. (3.87) comes from Eqs. (3.40, 3.55)

L(v)
µν (S)H(v)

µν (s1z) = 2i 〈µνk1q〉 × 2

m(τ − 1)

[
im2(τ − 1)|G̃M |2 〈µνqs1z〉

+ iRe(G̃M(G̃E − G̃M)∗)(Pµ 〈νp2p1s1z〉 − Pν 〈µp2p1s1z〉)
+ Im(G̃MG̃

∗
E)(Pµ 〈νp2p1s1z〉+ Pν 〈µp2p1s1z〉)

]
,
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where antisymmetric leptonic tensor gives vanish with symmetric parts of hadronic

tensor

L(v)
µν (S)H(v)

µν (s1z) = 2i 〈µνk1q〉 × 2

m(τ − 1)

[
im2(τ − 1)|G̃M |2 〈µνqs1z〉 (3.88)

+ iRe(G̃M(G̃E − G̃M)∗)(Pµ 〈νp2p1s1z〉 − Pν 〈µp2p1s1z〉)
]
,

where

〈µνk1q〉 × 〈µνqs1z〉 = 2(k1 · s1z q
2 − q · s1z k1 · q) = −2mq2τ cos θ (3.89)

and

〈µνk1q〉 × (Pµ 〈νp2p1s1z〉 − Pν 〈µp2p1s1z〉) = −2 〈µPk1q〉 × 〈µp2p1s1z〉
= −2

[
P · p2(k1 · s1z q · p1 − k1 · p1 q · s1z) + P · p1(k1 · p2 q · s1z − k1 · s1z q · p2)

+P · s1z(k1 · p1 q · p2 − k1 · p2 q · p1)
]

= 0, (3.90)

where we used notations (3.66) and (3.86). Now we can use Eqs. (3.89, 3.90) in Eq.

(3.88)

L(v)
µν (S)H(v)

µν (s1z) = 2q4|G̃M |2 cos θ (3.91)

The second part of (3.87) is according to (3.45, 3.61)

L(i)
µν(S)H(i)

µν (s1z) =
[
q2gµν − 2(k2µk1ν + k2νk1µ)

]
×

×mAN

[
− 2q.s1zG̃

∗
Mgµν − 2q.s1z

m2(1− τ)
(G̃M − G̃E)∗p1µPν

+ (G̃M + G̃E)∗(szµp2ν + szνp2µ) + (G̃M − G̃E)∗(szµp1ν + szνp1µ)

− (G̃M + G̃E)∗(szµp1ν − szνp1µ)− (G̃M − G̃E)∗(szµp2ν − szνp2µ)
]
,

where the symmetric leptonic tensor vanish when multiplied with the antisymmetric

part of hadronic tensor

L(i)
µν(S)H(i)

µν (s1z) =
[
q2gµν − 2(k2µk1ν + k2νk1µ)

]
×

×mAN

[
− 2q.s1zG̃

∗
Mgµν − 2q.s1z(G̃M − G̃E)∗

m2(1− τ)
p1µPν

+ (G̃M + G̃E)∗(szµp2ν + szνp2µ) + (G̃M − G̃E)∗(szµp1ν + szνp1µ)
]

(3.92)
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and after multiplication we get

L(i)
µν(S)H(i)

µν (s1z) = (3.93)

= 2q2mAN

[
− 3q.s1zG̃

∗
M − q.s1z(G̃M − G̃E)∗

m2(1− τ)
p1.P + 2G̃∗Es1z.P

]

+ 4mAN

[
2q.s1zG̃

∗
Mk1.k2 +

q.s1z(G̃M − G̃E)∗

m2(1− τ)
(p1.k1 P.k2 + p1.k2 P.k1)

− (G̃M + G̃E)∗(s1z.k2 p2.k1 + s1z.k1 p2.k2)

− (G̃M − G̃E)∗(s1z.k2 p1.k1 + s1z.k1 p1.k2)
]
.

Now from Eqs. (3.66) and (3.86) the following expression is obtained:

L(i)
µν(S)H(i)

µν (s1z) = −q4ANG̃
∗
M

√
τ − 1

τ
(1 + cos2 θ). (3.94)

Substituting Eqs. (3.91, 3.94) into Eq. (3.87), we obtain the final formula for Pz

Pz =
2

D

[
|G̃M |2 cos θ −Re(ANG̃

∗
M)

√
τ − 1

τ
(1 + cos2 θ)

]
. (3.95)



4. VECTOR MESON DOMINANCE MODEL

AND ITS EXTENSION WITH CORRECT

ASYMPTOTIC BEHAVIOR

4.1 Vector meson dominance model

While Quantum Chromodynamics failed in a description of electromagnetic form fac-

tors of hadrons (mainly in the resonance region), a phenomenological model of hadron

form factors is needed. The best-known phenomenological model of the electromag-

netic form factors of hadrons is the vector meson dominance (VMD) model. This

model was constructed [4, 5] in order to describe the non-trivial resonance behavior

of σ(e−e+ →hadrons), caused by creation of unstable vector mesons. Vector meson

dominance model assumes that under a certain probability the virtual photon trans-

forms into a vector meson, which interacts with the hadron, as it is shown in Fig.4.1.

While there are more than one vector meson we need to include contributions from

all possible vector mesons. In this way we will obtain following parametrization of the

electromagnetic form factor of the hadron

F (t) =
n∑
v

fvhh

fv

m2
v

m2
v − t

, (4.1)

where t = −Q2, fvhh, fv are coupling constants for (vector meson-hadrons) and (vector

meson-photon), n is the number of vector mesons with photon quantum numbers and

mv is the vector meson mass.

However, while VMD model explains resonance behavior of form factors, it is only a

rough approximation of the interaction between hadrons and photons and it has several

limitations. In general it has wrong asymptotic behavior F (t)|t|→∞ ∼ t−1, while it
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Fig. 4.1: Interaction of photon with hadrons can be approximated as sum of all possible

processes, where photon transforms to vector meson, which strongly interacts with

hadrons.

should be F (t)|t|→∞ ∼ t1−nq , where nq is number of constituent quarks in considered

hadron [2, 3]. Also the VMD parametrization of a form factor diverges to the infinity for

t → m2
v. This problem can be solved by introducing non-zero widths of vector mesons

(mv → mv − iΓv), but it violates unitarity condition of form factors.

Solution of the first problem will be shown in the next section, where asymptotic

condition F (t)|t|→∞ ∼ t1−nq and normalization of form factor will be used to derive

VMD model with correct asymptotic behavior [8, 9].

All other problems of VMD model are solved within Unitary and Analytic model,

which fulfills all known properties of electromagnetic form factors.

4.2 Two sets of algebraic equations for the coupling constants

ratios

As it was said at the end of the previous section the asymptotic behavior of any elec-

tromagnetic form factor of any hadron is known from Quantum chromodynamics [2, 3]

and it should be

F (t)|t|→∞ ∼ t1−nq , (4.2)

where nq is the number of constituent quarks in the hadron. Fortunately it is possible

to obtain such behavior in VMD model for specific values of ratios of coupling constants(
fvhh

fv

)
.

Now we will introduce the technique of obtaining such ratios of coupling constants.
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We can rearrange VMD parametrization (2.1) to common denominator

F (t) =
A0 + A1.t+ ...+ An−1.t

n−1

(m2
1 − t)(m2

2 − t)...(m2
n − t)

,

where coefficients Ai can be written as

An−1 = (−1)n−1
n∑

v=1

m2
vav

An−2 = (−1)n−2
n∑

v=1

m2
vav

n∑
i=1
i6=v

m2
i

An−3 = (−1)n−3
n∑

v=1

m2
vav

n∑
i1,i2=1
i1<i2
ir 6=v

m2
i1
m2

i2
(4.3)

...

An−p = (−1)n−p
n∑

v=1

m2
vav

n∑
i1,i2,...,ip−1=1
i1<i2<...<ip−1

ir 6=v

m2
i1
m2

i2
...m2

ip−1

...

A0 =
n∑

v=1

m2
vav

n∑
i1,i2,...,in−1=1

i1<i2<...<in−1,ir 6=v

m2
i1
m2

i2
...m2

in−1
,

where mv’s are masses of vector mesons and av =
fvhh

fv
are ratios of the coupling

constants. If we assume that asymptotic behavior of the form factor equals

F (t)|t|→∞ ∼ t−m,

in order to fulfill it, the coefficients An−1, An−2, ..., An+1−m should equal zero. In this

way we can derive following asymptotic conditions for ratios of the coupling constants
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t0

R

0

e

C

Fig. 4.2: Any hadron form factor is an analytic function inside the region bounded by the

curve C.

aj

n∑
v=1

m2
vav = 0

n∑
v=1

m2
vav

n∑
i=1
i6=v

m2
i = 0

n∑
v=1

m2
vav

n∑
i1,i2=1
i1<i2
ir 6=v

m2
i1
m2

i2
= 0 (4.4)

...
n∑

v=1

m2
vav

n∑
i1,i2,...,im−2=1
i1<i2<...<im−2

ir 6=v

m2
i1
m2

i2
...m2

im−2
= 0.

As we can see, the set of equations (2.4) derived in this way is quite complicated.

But there is also another set of equations for ratios of coupling constants derived from

analytic properties of form factor, which is analytic function in the whole complex t-

plane besides the cut from the square-root branch point corresponding to the lowest

threshold (t0) to +∞.

As consequence of these analytic properties and the Cauchy theorem the line integral
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along the curve C from Fig. 4.2 equals
∮

C

F (t)dt = 0. (4.5)

The integral (4.5) can be splitted into four parts

∮

CR

F (t)dt+

∫ t0

−∞
F (t− iε)dt+

∮

Cε/2

F (t)dt+

∫ ∞

t0

F (t+ iε)dt = 0, (4.6)

where ε > 0, ε → 0 and R → ∞, what implies that the first and the third integral in

Eq. (4.6) equal zero. This can be easily verified.

To compute the first integral, we will use known asymptotic behavior of the form

factor F (t)

lim
R→∞

F (t) =
1

tm
=⇒

∮

CR

F (t)dt→
∮

CR

1

tm
dt for R→∞.

We need to transform t to the polar coordinates R, φ, where R has constant value

t = R.eiφ ⇒
∮

CR

1

(R.eiφ)md(R.e
iφ) =

∫ 2π

0

1

(R.eiφ)mR.e
iφ.i.dφ

and we get ∮

CR

F (t)dt→ i

Rm−1

∫ 2π

0

ei(1−m)φdφ,

which fulfills the following relation

lim
R→∞

i

Rm−1

∫ 2π

0

ei(1−m)φdφ = 0, because lim
R→∞

1

Rm−1
= 0. (4.7)

Regarding the third integral, the function F (t) is analytic in the neighborhood of

the point t0 (U(t0)), what means, that it is also bounded in U(t0)

∃A ∈ R; |F (t)| ≤ A for ∀t ∈ U(t0),

so absolute value of the third integral is lower than

∣∣∣∣∣
∮

Cε/2

F (t)dt

∣∣∣∣∣ ≤
∮

Cε/2

|F (t)| dt ≤
∮

Cε/2

Adt ≤ πεA,
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where ε→ 0. Therefore also the third integral converges to zero

lim
ε→0

∣∣∣∣∣
∮

Cε/2

F (t)dt

∣∣∣∣∣ = 0 =⇒ lim
ε→0

∮

Cε/2

F (t)dt = 0. (4.8)

Remaining parts of (4.6) can be adjusted by the Schwarz reflection principle

F ∗h (t) = Fh(t
∗) ⇒ F (t+ iε)− F (t− iε) = 2ImF (t+ iε) (4.9)

to the final formula ∫ ∞

t0

ImF (t)dt = 0, (4.10)

which is known as the superconvergence sum rule for imaginary part of the form fac-

tor. Moreover the same algorithm (as in (4.6)) can be used also for the multiples

t.F, t2.F, ..., tm−2.F , but not for the higher powers of t, because the following condition

must be fulfilled

lim
R→∞

1

Rm−1
Rk = lim

R→∞
1

Rm−k−1
= 0 ⇒ m− k − 1 ≥ 1 ⇒ k ≤ m− 2. (4.11)

In this way we will obtain a set of integral superconvergence sum rules for the imaginary

part of the form factor

∫ ∞

t0

ImF (t)dt = 0

∫ ∞

t0

t.ImF (t)dt = 0 (4.12)

...∫ ∞

t0

tm−2.ImF (t)dt = 0.

Now we can approximate the imaginary part of the form factor by using δ-function

in the following way

ImFh(t) =
n∑
i

aiδ(t−m2
i )m

2
i . (4.13)

And we will get another set of equations for the ratios of coupling constants by substi-
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tuting this approximation (4.13) to the set (4.12)

n∑
v=1

m2
vav = 0

n∑
v=1

m4
vav = 0 (4.14)

...
n∑

v=1

m2(m−1)
v av = 0,

where coefficients m2k
v are simply even powers of masses of vector mesons.

This set of equations for av is much more simple than (4.4) and it can be solved

quite easily. Unfortunately derivation of the second set (4.14) is doubtful, because the

analytic properties of the form factor are utilized, which, however, are not present in

VMD model (4.1) and therefore we still must use the first set of equations (4.4). On

the other hand, as we will show in the next section, both sets of equations (4.4, 4.14)

are equivalent and we can use any of them to derive a general solution for the ratios of

coupling constants av.

4.3 The proof of equivalence of two sets of algebraic equations for

the ratios of coupling constants

The equivalence of these sets of equations (4.4, 4.14) will be proved by showing, that it

is possible to rearrange the first set of equations (4.4) to the second set (4.14). It will be

shown by a mathematical induction. Idea of such proof will be shown on the example

of the first two equations from both sets.

Example:

We would like to show, that if the first equation from the set (4.4 or 4.14) is valid

n∑
v=1

m2
vav = 0, (4.15)

the second equation from the set (4.4) could be rearranged to the second equation from
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the set (4.14)
n∑

j=1

m2
jaj

n∑
i=1
i6=j

m2
i = 0 ⇔

n∑
j=1

m4
jaj = 0.

Notice, that equation on the left side (from the set (4.4)) contains terms m2
im

2
jaj

except the case i = j (because of the condition under the sign for the second sum). If

we add missing terms (i = j) to the both sides of this equation, we will obtain

n∑
j=1

m2
jaj

n∑
i=1
i6=j

m2
i +

n∑
j=1

m4
jaj =

n∑
j=1

m4
jaj

n∑
j=1

m2
jaj

n∑
i=1

m2
i =

n∑
j=1

m4
jaj.

Now we have two separate sums and from condition (4.15), it is clear that left side of

equation equals zero

0 =
n∑

j=1

m4
jaj,

what is exactly the second equation from the set (4.14).

Proof:

The first step of the mathematical induction is fulfilled, because the first equations

of our sets are the same. Now we need to show, that if the first (p− 1) equations from

both sets are equivalent, also the first p equations from both sets are equivalent.

In other words, we need to show that if first (p− 1) equations from the second set is

valid
n∑

j=1

m2
jaj = 0 ;

n∑
j=1

m4
jaj = 0 ; ... ;

n∑
j=1

m2p−2
j aj = 0, (4.16)

then also following equivalence is valid

n∑
j=1

m2
jaj

n∑
i1,i2,...,ip−1=1
i1<i2<...<ip−1

ir 6=j

m2
i1
m2

i2
...m2

ip−1
= 0 ⇔

n∑
j=1

m2p
j aj = 0, (4.17)

where the equation on the left side is the p-th equation from the first set and the

equation on the right side is the p-th equation from the second set. Notice, that the
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second sum in the equation on the left side contains terms m2
i1
m2

i2
...m2

ip−1
and there are

all combinations without repetition of m2
i except ones containing m2

j (because of the

condition ir 6= j). Analogous to the example, we can add the missing terms to the both

sides of the p-th equation. It can be easily verified that the missing terms are

n∑
j=1

m2
jaj

n∑
i1,i2,...,ip−2=1
i1<i2<...<ip−2

ir 6=j

m2
i1
m2

i2
...m2

ip−2
m2

j . (4.18)

After adding them to the both sides of the p-th equation we will receive on the left

side
n∑

j=1

m2
jaj

n∑
i1,i2,...,ip−1=1
i1<i2<...<ip−1

ir 6=j

m2
i1
m2

i2
...m2

ip−1
+

n∑
j=1

m2
jaj

n∑
i1,i2,...,ip−2=1
i1<i2<...<ip−2

ir 6=j

m2
i1
m2

i2
...m2

ip−2
m2

j = (∗)

(4.19)

and thanks to the commutability of the multiplication, we can rearrange squared masses

in the product m2
i1
m2

i2
...m2

ip−2
m2

j to be ascending ordered (i1 < i2 < ...). In this way we

can sum (4.19)

(∗) =
n∑

j=1

m2
jaj

n∑
i1,i2,...,ip−1=1
i1<i2<...<ip−1

m2
i1
m2

i2
...m2

ip−1
, (4.20)

where the sums can be summed separately and we know from (4.16) that
∑n

j=1m
2
jaj = 0,

which means that (∗) = 0. But on the right side of the equation we still have terms (4.18),

0 =
n∑

j=1

m2
jaj

n∑
i1,i2,...,ip−2=1
i1<i2<...<ip−2

ir 6=j

m2
i1
m2

i2
...m2

ip−2
m2

j ,

which can be rearranged

0 =
n∑

j=1

m4
jaj

n∑
i1,i2,...,ip−2=1
i1<i2<...<ip−2

ir 6=j

m2
i1
m2

i2
...m2

ip−2
. (4.21)

In this way we reduced the number of squared masses in product m2
i1
m2

i2
...m2

ip−2

under the second sum from p − 1 to p − 2 and we raised the power of the term under

the first sum by 2 (m2
jaj → m4

jaj).
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Now it is obvious that the same technique can be repeated (p− 1) times (with one

difference - we need to use others equations from the premise (4.16)), because we assume

the first (p−1) equations from both sets to be equivalent. If we use this technique (p−2)

times we will obtain condition

n∑
j=1

m2p−2
j aj

n∑
i=1
ir 6=j

m2
i = 0, (4.22)

where the ”missing” terms are
n∑

j=1

m2p−2
j ajm

2
j .

If we add them to the both sides of (4.22), we will get

n∑
j=1

m2p−2
j aj

n∑
i=1
ir 6=j

m2
i +

n∑
j=1

m2p−2
j ajm

2
j =

n∑
j=1

m2p−2
j ajm

2
j

n∑
j=1

m2p−2
j aj

n∑
i=1

m2
i =

n∑
j=1

m2p
j aj. (4.23)

Now it is sufficient to use the last of the assumed equations (4.16)

0.
n∑

i=1

m2
i =

n∑
j=1

m2p
j aj

n∑
j=1

m2p
j aj = 0, (4.24)

which was to be demonstrated.
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4.4 Modified vector meson dominance model with the correct

asymptotic behavior

Now we can use even the second set of equations despite the fact, that it was derived

by using wrong assumptions for the form factor

n∑
v=1

m2
vav = 0

n∑
v=1

m4
vav = 0 (4.25)

...
n∑

v=1

m2(m−1)
v av = 0.

and normalization of the form factor

n∑
v=1

av = F0 (4.26)

to derive [8] modified VMD model with the correct normalization and asymptotic be-

havior. While we obtained m equations, it is obvious, that there must be at least m

vector mesons to fulfill asymptotic and normalization conditions.

In general case, when n > m

Fh(t) = F0

∏m
v=1m

2
v∏m

v=1(m
2
v − t)

−
n∑

k=m+1

∏m
v=1m

2
v∏m

v=1(m
2
v − t)

ak +

+
n∑

k=m+1

[
m∑

i=1

m2
k

m2
k − t

∏m
v=1,v 6=im

2
v∏m

v=1,v 6=i(m
2
v − t)

∏m
v=1,v 6=i(m

2
v −m2

k)∏m
v=1,v 6=i(m

2
v −m2

i )

]
ak. (4.27)

In special case, when n = m

Fh(t) = F0

∏m
v=1m

2
v∏m

v=1(m
2
v − t)

. (4.28)

This model automatically fulfills the asymptotic and normalization conditions and

in addition it has less free parameters, while m parameters can be obtained from Eqs.

(4.25, 4.26).



5. UNITARY AND ANALYTIC MODEL OF

HADRON ELECTROMAGNETIC

STRUCTURE

In this Chapter we will present a construction of the model which reflects all known

properties of electromagnetic form factors of hadrons and is known as Unitary and

Analytic (U&A) model of electromagnetic structure of hadron.

At first, we review all known properties of any hadron electromagnetic form factor

F (t).

• Any electromagnetic form factor F (t) is normalized at t = 0

F (0) = F0 (5.1)

e.g. proton electric form factor is normalized at t = 0 as

Gp
E(0) = 1

• F (t) can be considered as a complex function of a complex variable. It is an

analytic function in the whole complex t-plane besides the cut from the lowest

branch point to +∞ [10]

• A discontinuity across the latter cut is given by unitarity condition

1

2i

{〈
hh

∣∣JEM
µ (0)

∣∣ 0
〉− 〈

0
∣∣JEM

µ (0)
∣∣hh〉∗

}
=

∑
n

〈
hh

∣∣T+
∣∣n〉 〈

n
∣∣JEM

µ (0)
∣∣ 0

〉
,

(5.2)

where |n〉 represents an intermediate state (allowed by conservation laws) and T+

is an operator of the amplitude from the intermediate state |n〉 to hh state.
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• To every intermediate state |n〉 corresponds a branch point at the value of t,

which is equal to squared sum of masses of the corresponding particles, e.g. for

intermediate state |π+π−〉 is corresponding branch point at t = (2mπ)2.

• The consequence of the Hermitivity of JEM
µ

(JEM
µ )+ = JEM

µ (5.3)

is the reality of F (t) on real axis from −∞ to t0.

• By application of the Schwarz reflection principle to F (t) in the complex t-plane

the reality condition

F ∗(t) = F (t∗) (5.4)

is obtained, which gives a relation between values of F (t) on the upper (t + iε)

and lower (t− iε) boundary of the cut (t > t0 and ε¿ 1) in the form as follows

F ∗(t+ iε) = F (t− iε) (5.5)

• As a consequence of the reality condition (5.4) to every resonance pole also a

complex conjugate pole has to exist.

• The asymptotic behavior of the hadron form factors was predicted by quark count-

ing rules [11, 12] as

F (t)|t|→∞ ∼ t1−nq , (5.6)

and this prediction was confirmed by pQCD for particles with spin 0, 1/2, 1 up to

the logarithmic corrections [2, 3].

To our knowledge there are no other general properties of hadron form factors F (t)

to be known for the time being. In order to construct such Unitary and Analytic model

we need to

1. Apply the following nonlinear transformation

t = t0 − 4(tin − t0)

[1/W (t)−W (t)]2
, (5.7)
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where t0 is the square-root branch point corresponding to the lowest threshold and

tin is an effective square-root branch point simulating contributions of all other rel-

evant thresholds given by unitarity condition. This transformation automatically

generates the relations

m2
v = t0 +

4(tin − t0)

[1/Wv0 −Wv0]2
(5.8)

and

0 = t0 +
4(tin − t0)

[1/WN −WN ]2
, (5.9)

where Wv0 and WN are values of W (t) in t = m2
v and t = 0, respectively.

2. Use relations between Wv0 and W ∗
v0.

3. Introduce instability of the resonance (vector meson) by its non-zero width Γv 6= 0.

The application of (5.7-5.9) to common expressions in formulas (4.27, 4.28)

m2
v

(m2
v − t)

;
(m2

v −m2
k)

(m2
v −m2

i )

leads to the following factorized forms

m2
v

m2
v − t

=
m2

v − 0

m2
v − t

=

(
1−W (t)2

1−W 2
N

)2

× (WN −Wv0) (WN +Wv0) (WN − 1/Wv0) (WN + 1/Wv0)

(W (t)−Wv0) (W (t) +Wv0) (W (t)− 1/Wv0) (W (t) + 1/Wv0)
(5.10)

and

m2
v −m2

k

m2
j −m2

i

=
(m2

v − 0)− (m2
k − 0)

(m2
j − 0)− (m2

i − 0)
=

=

[
(WN −Wv0)(WN +Wv0)(WN − 1/Wv0)(WN + 1/Wv0)

(Wv0 − 1/Wv0)2
−

−(WN −Wk0)(WN +Wk0)(WN − 1/Wk0)(WN + 1/Wk0)

(Wk0 − 1/Wk0)2

]/

[
(WN −Wj0)(WN +Wj0)(WN − 1/Wj0)(WN + 1/Wj0)

(Wj0 − 1/Wj0)2
−

−(WN −Wi0)(WN +Wi0)(WN − 1/Wi0)(WN + 1/Wi0)

(Wi0 − 1/Wi0)2

]
. (5.11)
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Also we can prove that relation between Wv0 and W ∗
v0 is

a) if m2
v − Γ2

v/4 < tin ⇒ Wv0 = −W ∗
v0

(5.12)

b) if m2
v − Γ2

v/4 > tin ⇒ Wv0 = 1/W ∗
v0,

which in the case a) leads the expressions (5.10, 5.11) to the forms

m2
v

m2
v − t

=

(
1−W (t)2

1−W 2
N

)2

× (WN −Wv0) (WN −W ∗
v0) (WN − 1/Wv0) (WN − 1/W ∗

v0)

(W (t)−Wv0) (W (t)−W ∗
v0) (W (t)− 1/Wv0) (W (t)− 1/W ∗

v0)
(5.13)

and

m2
v −m2

k

m2
j −m2

i

=

[
(WN −Wv0)(WN −W ∗

v0)(WN − 1/Wv0)(WN − 1/W ∗
v0)

−(Wv0 − 1/Wv0)(W ∗
v0 − 1/W ∗

v0)
−

−(WN −Wk0)(WN −W ∗
k0)(WN − 1/Wk0)(WN − 1/W ∗

k0)

−(Wk0 − 1/Wk0)(W ∗
k0 − 1/W ∗

k0)

]/

[
(WN −Wj0)(WN −W ∗

j0)(WN − 1/Wj0)(WN − 1/W ∗
j0)

−(Wj0 − 1/Wj0)(W ∗
j0 − 1/W ∗

j0)
−

−(WN −Wi0)(WN −W ∗
i0)(WN − 1/Wi0)(WN − 1/W ∗

i0)

−(Wi0 − 1/Wi0)(W ∗
i0 − 1/W ∗

i0)

]

=
Ca(Wv0)− Ca(Wk0)

C(Wj0)− Ca(Wi0)
(5.14)

and in the case b) it leads to the forms

m2
v

m2
v − t

=

(
1−W (t)2

1−W 2
N

)2

× (WN −Wv0) (WN −W ∗
v0) (WN +Wv0) (WN +W ∗

v0)

(W (t)−Wv0) (W (t)−W ∗
v0) (W (t) +Wv0) (W (t) +W ∗

v0)
(5.15)
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and

m2
v −m2

k

m2
j −m2

i

=

[
(WN −Wv0)(WN −W ∗

v0)(WN +Wv0)(WN +W ∗
v0)

−(Wv0 − 1/Wv0)(W ∗
v0 − 1/W ∗

v0)
−

−(WN −Wk0)(WN −W ∗
k0)(WN +Wk0)(WN +W ∗

k0)

−(Wk0 − 1/Wk0)(W ∗
k0 − 1/W ∗

k0)

]/

[
(WN −Wj0)(WN −W ∗

j0)(WN +Wj0)(WN +W ∗
j0)

−(Wj0 − 1/Wj0)(W ∗
j0 − 1/W ∗

j0)
−

−(WN −Wi0)(WN −W ∗
i0)(WN +Wi0)(WN +W ∗

i0)

−(Wi0 − 1/Wi0)(W ∗
i0 − 1/W ∗

i0)

]

=
Cb(Wv0)− Cb(Wk0)

Cb(Wj0)− Cb(Wi0)
. (5.16)

Now we can see that the expressions (5.14, 5.16) are always real, because WN is a

real number and it means that each bracket is multiplied by its complex conjugate. At

the same way it can be shown that the expressions (5.13, 5.15) are real, while W (t) is

a real number, what is fulfilled for t < t0. As a consequence of this property of Unitary

and Analytic model also electromagnetic form factors are real numbers for t < t0, where

t0 is the lowest threshold in investigated form factor.

At the end we need to introduce non-zero width of the resonance by a substitution

m2
v → (mv − iΓv/2)2,

which formally means that in the expressions (5.13-5.16) we will use Wv instead of Wv0.

Finally in the case a) we get

m2
v

m2
v − t

=

(
1−W (t)2

1−W 2
N

)2
(WN −Wv) (WN −W ∗

v ) (WN − 1/Wv) (WN − 1/W ∗
v )

(W (t)−Wv) (W (t)−W ∗
v ) (W (t)− 1/Wv) (W (t)− 1/W ∗

v )

=

(
1−W (t)2

1−W 2
N

)2

L(Wv) (5.17)

and
m2

v −m2
k

m2
j −m2

i

=
Ca(Wv)− Ca(Wk)

Ca(Wj)− Ca(Wi)
. (5.18)
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And in the case b) we get

m2
v

m2
v − t

=

(
1−W (t)2

1−W 2
N

)2
(WN −Wv) (WN −W ∗

v ) (WN +Wv) (WN +W ∗
v )

(W (t)−Wv) (W (t)−W ∗
v ) (W (t) +Wv) (W (t) +W ∗

v )

=

(
1−W (t)2

1−W 2
N

)2

H(Wv) (5.19)

and
m2

v −m2
k

m2
j −m2

i

=
Cb(Wv)− Cb(Wk)

Cb(Wj)− Cb(Wi)
. (5.20)

Now we can use this forms of expressions (5.17-5.20) in the modified VMD para-

metrization of electromagnetic form factors (4.27, 4.28) to obtain general unitary and

analytic parametrization of electromagnetic form factors

Fh(t) =

(
1−W (t)2

1−W 2
N

)2m
[(

F0 −
n∑

k=m+1

ak

)
m∏

v=1

LH(Wv) +

+
n∑

k=m+1

LH(Wk)

[
m∑

i=1

m∏

v=1,v 6=i

{
LH(Wv)

C(Wv)− C(Wk)

C(Wv)− C(Wi)

}]
ak

]
(5.21)

and a special unitary and analytic parametrization of electromagnetic form factors (in

the case n = m)

Fh(t) = F0

(
1−W (t)2

1−W 2
N

)2m m∏
v=1

LH(Wv), (5.22)

where LH(Wx) equals L(Wx) respectively H(Wx), when the resonance vector meson x

fulfills condition a), respectively b). The same is valid for C(Wx) and Ca(Wx), respec-

tively Cb(Wx).

Unitary and analytic parametrization (5.21, 5.22) constructed in this way will be

used in next Chapters to describe electromagnetic structure of nucleons and deuteron.

5.1 Necessity of more vector mesons

According to Eq. (5.22) one can guess the minimal number of vector mesons needed for

constructing an unitary and analytic model of a given hadron, which fulfills a predicted

asymptotic behavior of its electromagnetic form factors. For instance, a form factor

F (t) with given asymptotic behavior

F (t) ∼ t−m
|t|→−∞
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can be parametrized within a unitary and analytic model by using m vector mesons.

However in the case when experimental data on electromagnetic form factors of

an examined particle show an existence of one or several nodes, this result should be

modified due to inability of (5.22) to reproduce zero, as it will be shown in this section.

Moreover the value of t = tnode, where FF equals zero with sufficient precision, can be

used as another condition and reduce number of free parameters of the model.

In case of the special parametrization (5.22) (when n = m)

F (t) = F0

(
1−X(t)2

1−X2
N

)2m m∏
v=1

LH(Xv),

where LH(Xv) equals

in case of: m2
v − Γ2

v/4 < tin

LH(Xv) =
(XN −Xv)(XN −X∗

v )(XN − 1/Xv)(XN − 1/X∗
v )

(X(t)−Xv)(X(t)−X∗
v )(X(t)− 1/Xv)(X(t)− 1/X∗

v )

in case of: m2
v − Γ2

v/4 > tin

LH(Wv) =
(XN −Xv)(XN −X∗

v )(XN +Xv)(XN +X∗
v )

(X(t)−Xv)(X(t)−X∗
v )(X(t) +Xv)(X(t) +X∗

v )

and

X(t) = i

√(
tin−t0

t0

)1/2

+
(

t−t0
t0

)1/2

−
√(

tin−t0
t0

)1/2

−
(

t−t0
t0

)1/2

√(
tin−t0

t0

)1/2

+
(

t−t0
t0

)1/2

+

√(
tin−t0

t0

)1/2

−
(

t−t0
t0

)1/2
, (5.23)

While F (t) is the product of several terms, F (t) = 0 only if the nominator of at least

1 term equals 0. However the nominator of LH(Xv) has constant value as it doesn’t

depend on t, what means either

• LH(Xv) = 0 for every value of t (except for t = 0, when LH(Xv) = 1 by definition).

This possibility occurs, when the nominator equals to 0, but it doesn’t correspond

to the physical case.

• LH(Xv) 6= 0 for any value of t, when the nominator is different from 0.

It means that F (t) = 0 only if

1−X(t)2 = 0 (5.24)
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and from the definition of X(t) (5.23)

• if t = t0, then X(t) = 0.

• if t 6= t0, (5.23) can be simplified to

X(t) = i

√
tin − t0 −

√
tin − t√

t− t0
. (5.25)

Now we can solve (5.24)

1−X(t)2 = 0

X(t)2 = 1

−(tin − t0) + (tin − t)− 2
√
tin − t0

√
tin − t

t− t0
= 1

−2tin + t0 + t+ 2
√
tin − t0

√
tin − t = t− t0

√
tin − t0

√
tin − t = tin − t0

tin − t = tin − t0

t = t0,

which can not be the solution, because Eq. (5.25) is not defined at t = t0 and

moreover X(t0) = 0, what doesn’t fulfill condition (5.24). Therefore in special

case, when (n = m), F (t) can not equal 0 for any value of t.

So in the case of existence of a node one need at least m + 1 vector mesons and to

use general U&A parametrization of the FF (5.21) to parametrize such electromagnetic

FF

Fh(t) =

(
1−W (t)2

1−W 2
N

)2m
[(

F0 −
n∑

k=m+1

ak

)
m∏

v=1

LH(Wv) +
n∑

k=m+1

LH(Wk)ak

]
, (5.26)

where

LH(Wk) = LH(Wk)

[
m∑

i=1

m∏

v=1,v 6=i

{
LH(Wv)

C(Wv)− C(Wk)

C(Wv)− C(Wi)

}]
. (5.27)
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As it has been already proved neither LH(Wi) nor 1−W (t)2 can equal zero. There-

fore the only possibility for Fh(t) to cross the x-axis is to fulfill following condition for

the ak’s

(
F0 −

n∑

k=m+1

ak

)
m∏

v=1

LH(Wv(tnode)) +
n∑

k=m+1

LH(Wk(tnode))LH(Wk(tnode))ak = 0,

(5.28)

which leads to the following condition for the ratio am+1

am+1 =

(
F0 −

∑n
k=m+2 ak

) ∏m
v=1 LH(Wv(tnode)) +

∑n
k=m+2 LH(Wk(tnode))ak∏m

v=1 LH(Wv(tnode))− LH(Wm+1(tnode))
. (5.29)

In the minimal case, when n = m+ 1, this condition can be simplified to

am+1 =
F0

∏m
v=1 LH(Wv(tnode))∏m

v=1 LH(Wv(tnode))− LH(Wm+1(tnode))
. (5.30)



6. THE PROTON ELECTRIC FORM FACTOR

SPACE-LIKE BEHAVIOR PUZZLE

6.1 Introduction

The electromagnetic structure of the proton and neutron can be described by four in-

dependent form factors, which are functions of the square momentum transfer t = −Q2

of the virtual photon. There are several ways to define these form factors, e.g. as the

Dirac and Pauli form factors (F p
1 , F

n
1 and F p

2 , F
n
2 ), isoscalar and isovector Dirac and

Pauli form factors (F s
1 , F

v
1 and F s

2 , F
v
2 ), or Sachs form factors (Gp

E, G
n
E and Gp

M , G
n
M).

The Dirac and Pauli form factors, standard form factors for particles with spin=1/2

in view of the definition in Chapter 1, are used to parametrize the nucleon matrix

element

〈
N

∣∣Je.m.
µ

∣∣N〉
= eu(p′)

{
γµF

N
1 (t) +

i

2mN

σµν(p
′ − p)νF

N
2 (t)

}
u(p),

where mN is the nucleon mass. And the relation between these three sets of nucleon

form factors is

GEp(t) = F p
1 (t) +

t

4m2
p

F p
2 (t) = [F s

1 (t) + F v
1 (t)] +

t

4m2
p

[F s
2 (t) + F v

2 (t)] ,

GMp(t) = F p
1 (t) + F p

2 (t) = [F s
1 (t) + F v

1 (t)] + [F s
2 (t) + F v

2 (t)] ,

GEn(t) = F n
1 (t) +

t

4m2
p

F n
2 (t) = [F s

1 (t)− F v
1 (t)] +

t

4m2
p

[F s
2 (t)− F v

2 (t)] ,

GMn(t) = F n
1 (t) + F n

2 (t) = [F s
1 (t)− F v

1 (t)] + [F s
2 (t)− F v

2 (t)] . (6.1)

In this chapter we will use the Sachs form factors to derive charge distribution in

the proton as well as the isoscalar and isovector Dirac and Pauli form factors, which are

suitable for a construction of various phenomenological models of the nucleon electro-

magnetic structure e.g. the vector meson dominance model [4, 5].
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6.2 Two contradicting proton electric form factor behaviors in the

space-like region

The electron-proton elastic scattering used to be the most common way of the proton

electromagnetic structure study from the half of 50’s of the last century [1] and more

than 400 data points on proton electric GEp(t) and magnetic GMp(t) FFs in the space-

like region −Q2 = q2 = t < 0 appeared (for references see paper [13]). They have

been obtained from the measured differential cross-section of the elastic scattering of

unpolarized electrons on unpolarized protons in laboratory system

dσlab(e−p→ e−p)
dΩ

=
α2

4E2

cos2(θ/2)

sin4(θ/2)

1

1 + ( 2E
mp

) sin2(θ/2)

× [
A(t) +B(t) tan2(θ/2)

]
,

where α = 1/137, E is the incident electron energy and

A(t) =
G2

Ep(t)− t
4m2

p
G2

Mp(t)

1− t
4m2

p

, B(t) = −2
t

4m2
p

G2
Mp(t) (6.2)

by the Rosenbluth technique. Their ratio µpGEp(t)/GMp(t) is in error bars roughly one,

showing the electric and magnetic distributions in the proton to be equal.

Recently in JLab [14, 15, 16], measuring transverse

Pt =
h

I0
(−2)

√
τ(1 + τ)GMpGEp tan(θ/2) (6.3)

and longitudinal

Pl =
h(E + E ′)
I0mp

√
τ(1 + τ)G2

Mp tan2(θ/2) (6.4)

components of the recoil proton’s polarization (as suggested in Refs. [17]) in the electron

scattering plane of the polarization transfer process ~e−p → e−~p), h is the electron

beam helicity, I0 is the unpolarized cross-section excluding σMott and τ = Q2/4m2
p)

simultaneously, the very precise and surprising data on the ratio µpGEp(t)/GMp(t) have

been obtained, showing the electric and magnetic distributions in the proton to be

different, contrary to what was followed from Rosenbluth data.
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Fig. 6.1: Predicted behavior of µpG
p
E(t)/Gp

M (t) by the Unitary and Analytic ten-resonance

model of the nucleon (full line – fit of JLab data, dashed line – fit of Rosenbluth data)

and the Jefferson laboratory data obtained from polarization transfer measurements

[14, 15, 16].

This contradiction is now well known as the JLab proton polarization data puzzle

and a natural question is arisen ”Which data are correct”? The difference between

Rosenbluth and JLab data is shown in Fig. 6.1.

A lot of effort has been devoted to an explanation of the problem [18, 19, 20, 21, 22,

23, 24] but still it suffers from a definite solution.

However there are indications already in the form of the differential cross-section

(6.2), where the proton magnetic FF is multiplied by factor −t/(4m2
p). As −t increases,

the measured cross-section (6.2) becomes dominated by G2
Mp(t) part contribution, mak-

ing the extraction of G2
Ep(t) more and more difficult. As a result, one can have confidence

only in the proton magnetic FF data obtained by the Rosenbluth technique in higher

values of momentum transfer squared.

In this chapter we assume that inaccurate Rosenbluth data on the proton electric

form factor in space like region are responsible for the mentioned contradiction and we

exclude them from our analysis. We test consistency of JLab polarization data with the

rest of the data on EM FFs of nucleon and we construct a ten-resonance U&A model
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of the nucleon EM FFs. The result is compared with the same model, which fits old

Rosenbluth data on proton electric FF.

6.3 Ten-resonance Unitary and Analytic model of nucleon

electromagnetic structure

In order to construct Unitary and Analytic model of the nucleon EM structure [13], we

will use technique shown in chapters 4 and 5 for parametrization of isoscalar and isovec-

tor Dirac and Pauli form factors, where isoscalar form factors F s
1 , F

s
2 are saturated with

isoscalar vector mesons ω, φ, ω′, ω′′, φ′ and isovector form factors F v
1 , F

v
2 are saturated

with isovector vector mesons ρ, ρ′, ρ′′, ρ′′′, ρ′′′′.

The asymptotic behavior of the Sachs form factors Gp
E, G

n
E and Gp

M , G
n
M is

GN
E,M(t)|t|→∞ ∼ t−2,

because there are 3 constituent quarks in nucleons (u, u, d or u, d, d) [2, 3]. Now from

the relation between different sets of form factors of nucleon (6.1) we can deduce that

asymptotic behavior of the isoscalar and isovector Dirac and Pauli form factors is at

least

F s,v
1 (t)|t|→∞ ∼ t−2

F s,v
2 (t)|t|→∞ ∼ t−3 (6.5)

and we know enough to construct an U&A model as it is shown in Chapter 5.

F s
1 [V (t)] =

(
1− V 2

1− V 2
N

)4 {
1

2
Hω′′(V ) · Lω′(V ) +

[
Hω′′(V ) · Lω(V ) · C

1s
ω′′ − C1s

ω

C1s
ω′′ − C1s

ω′
−

− Lω′(V ) · Lω(V )
C1s

ω′ − C1s
ω

C1s
ω′′
− C1s

ω′
−Hω′′(V ) · Lω′(V )

]
(f

(1)
ωNN/fω) +

+

[
Hω′′(V ) · Lφ(V )

C1s
ω
′′ − C1s

φ

C1s
ω
′′ − C1s

ω
′
− Lω′(V ) · Lφ(V )

C1s
ω
′ − C1s

φ

C1s
ω
′′ − C1s

ω
′
− (6.6)

− Hω′′(V ) · Lω′(V )

]
(f

(1)
φNN/fφ)−

[
Hφ′(V ) ·Hω′′(V )

C1s
φ
′ − C1s

ω
′′

C1s
ω
′′ − C1s

ω
′
−

− Hφ′(V ) · Lω′(V )
C1s

φ′ − C1s
ω′

C1s
ω′′
− C1s

ω′
+Hω′′(V ) · Lω′(V )

]
(f

(1)

φ′NN
/fφ′ )

}
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F v
1 [W (t)] =

(
1−W 2

1−W 2
N

)4
{

1

2
Lρ′′(W ) · Lρ′(W ) +

[
Lρ′′(W ) · Lρ(W )

C1v
%′′ − C1v

%

C1v
%
′′ − C1v

%
′
−

− Lρ′(W ) · Lρ(W )
C1v

%
′ − C1v

%

C1v
%′′
− C1v

%′
− Lρ′′(W ) · Lρ′(W )

]
(f

(1)
%NN/f%) +

+

[
Hρ′′′(W ) · Lρ′(W )

C1v
%′′′ − C1v

%′

C1v
%′′
− C1v

%′
−Hρ′′′(W ) · Lρ′′(W )

C1v
%′′′ − C1v

%′′

C1v
%′′
− C1v

%′
− (6.7)

− Lρ′′(W ) · Lρ′(W )

]
(f

(1)

%′′′NN
/f%′′′ )−

[
Hρ′′′′(W ) · Lρ′′(W )

C1v
%′′′′ − C1v

%′′

C1v
%′′
− C1v

%′

−Hρ′′′′(W ) · Lρ′(W )
C1v

%
′′′′ − C1v

%
′

C1v
%
′′ − C1v

%
′

+ Lρ′′(W ) · Lρ′(W )

]
(f

(1)

%
′′′′

NN
/f%

′′′′ )

}

F s
2 [U(t)] =

(
1− U2

1− U2
N

)6 {
1

2
(µp + µn)Hω′′(U) · Lω′(U) · Lω(U) +

+

[
Hω′′(U) · Lφ(U) · Lω(U)

C2s
ω′′ − C2s

φ

C2s
ω′′
− C2s

ω′
.
C2s

φ − C2s
ω

C2s
ω′
− C2s

ω

+

+ Hω′′(U) · Lω′(U) · Lφ(U)
C2s

ω
′′ − C2s

φ

C2s
ω
′′ − C2s

ω

.
C2s

ω
′ − C2s

φ

C2s
ω
′ − C2s

ω

−

− Lω′(U) · Lφ(U) · Lω(U)
C2s

ω′ − C2s
φ

C2s
ω′′
− C2s

ω′
.
C2s

φ − C2s
ω

C2s
ω′′
− C2s

ω

−

− Hω′′(U) · Lω′(U) · Lω(U)

]
(f

(2)
φNN/fφ) + (6.8)

+

[
Hφ′(U) ·Hω′′(U) · Lω′(U)

C2s
φ
′ − C2s

ω
′′

C2s
ω
′′ − C2s

ω

.
C2s

φ
′ − C2s

ω
′

C2s
ω
′ − C2s

ω

−

− Hφ′(U) ·Hω′′(U) · Lω(U)
C2s

φ′ − C2s
ω′′

C2s
ω′′
− C2s

ω′
.
C2s

φ′ − C2s
ω

C2s
ω′
− C2s

ω

+

+ Hφ′(U) · Lω′(U) · Lω(U)
C2s

φ
′ − C2s

ω
′

C2s
ω′′
− C2s

ω′
.
C2s

φ
′ − C2s

ω

C2s
ω′′
− C2s

ω

−

− Hω′′(U) · Lω′(U) · Lω(U)

]
(f

(2)

φ
′
NN

/fφ
′ )

}
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F v
2 [X(t)] =

(
1−X2

1−X2
N

)6 {
1

2
(µp − µn)Lρ′′(X) · Lρ′(X) · Lρ(X) +

+

[
Hρ′′′(X) · Lρ′(X) · Lρ(X)

C2v
%′′′ − C2v

%′

C2v
%′′
− C2v

%′
.
C2v

%′′′ − C2v
%

C2v
%′′
− C2v

%

−

− Hρ′′′(X) · Lρ′′(X) · Lρ(X)
C2v

%
′′′ − C2v

%
′′

C2v
%′′
− C2v

%′
.
C2v

%
′′′ − C2v

%

C2v
%′
− C2v

%

+

+ Hρ′′′(X) · Lρ′′(X) · Lρ′(X)
C2v

%′′′ − C2v
%′′

C2v
%
′′ − C2v

%

.
C2v

%′′′ − C2v
%′

C2v
%
′ − C2v

%

−

− Lρ′′(X) · Lρ′(X) · Lρ(X)

]
(f

(2)

%′′′NN
/f%

′′′ ) + (6.9)

+

[
Hρ′′′′(X) · Lρ′(X) · Lρ(X)

C2v
%′′′′ − C2v

%′

C2v
%′′
− C2v

%′
.
C2v

%′′′′ − C2v
%

C2v
%′′
− C2v

%

−

− Hρ′′′′(X) · Lρ′′(X) · Lρ(X)
C2v

%
′′′′ − C2v

%
′′

C2v
%′′
− C2v

%′
.
C2v

%
′′′′ − C2v

%

C2v
%′
− C2v

%

+

+ Hρ′′′′(X) · Lρ′′(X) · Lρ′(X)
C2v

%
′′′′ − C2v

%
′′

C2v
%
′′ − C2v

%

.
C2v

%
′′′′ − C2v

%
′

C2v
%
′ − C2v

%

−

− Lρ′′(X) · Lρ′(X) · Lρ(X)

]
(f

(2)

%′′′′NN
/f%

′′′′ )

}
,
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where

Lr(V ) =
(VN − Vr)(VN − V ∗

r )(VN − 1/Vr)(VN − 1/V ∗
r )

(V − Vr)(V − V ∗
r )(V − 1/Vr)(V − 1/V ∗

r )
; (6.10)

C1s
r =

(VN − Vr)(VN − V ∗
r )(VN − 1/Vr)(VN − 1/V ∗

r )

−(Vr − 1/Vr)(V ∗
r − 1/V ∗

r )
; r = ω, φ, ω

′
,

Hl(V ) =
(VN − Vl)(VN − V ∗

l )(VN + Vl)(VN + V ∗
l )

(V − Vl)(V − V ∗
l )(V + Vl)(V + V ∗

l )
; (6.11)

C1s
l =

(VN − Vl)(VN − V ∗
l )(VN + Vl)(VN + V ∗

l )

−(Vl − 1/Vl)(V ∗
l − 1/V ∗

l )
; l = ω

′′
, φ

′

Lk(W ) =
(WN −Wk)(WN −W ∗

k )(WN − 1/Wk)(WN − 1/W ∗
k )

(W −Wk)(W −W ∗
k )(W − 1/Wk)(W − 1/W ∗

k )
; (6.12)

C1v
k =

(WN −Wk)(WN −W ∗
k )(WN − 1/Wk)(WN − 1/W ∗

k )

−(Wk − 1/Wk)(W ∗
k − 1/W ∗

k )
; k = ρ, ρ

′
, ρ

′′
,

Hn(W ) =
(WN −Wn)(WN −W ∗

n)(WN +Wn)(WN +W ∗
n)

(W −Wn)(W −W ∗
n)(W +Wn)(W +W ∗

n)
; (6.13)

C1v
n =

(WN −Wn)(WN −W ∗
n)(WN +Wn)(WN +W ∗

n)

−(Wn − 1/Wn)(W ∗
n − 1/W ∗

n)
; n = ρ

′′′
, ρ

′′′′

Lr(U) =
(UN − Ur)(UN − U∗r )(UN − 1/Ur)(UN − 1/U∗r )

(U − Ur)(U − U∗r )(U − 1/Ur)(U − 1/U∗r )
; (6.14)

C2s
r =

(UN − Ur)(UN − U∗r )(UN − 1/Ur)(UN − 1/U∗r )

−(U − 1/Ur)(U − 1/U∗r )
; r = ω, φ, ω

′
,

Lk(X) =
(XN −Xk)(XN −X∗

k)(XN − 1/Xk)(XN − 1/X∗
k)

(X −Xk)(X −X∗
k)(X − 1/Xk)(X − 1/X∗

k)
; (6.15)

C2v
k =

(XN −Xk)(XN −X∗
k)(XN − 1/Xk)(XN − 1/X∗

k)

−(Xk − 1/Xk)(X∗
k − 1/X∗

k)
; k = ρ, ρ

′
, ρ

′′
,

Hn(X) =
(XN −Xn)(XN −X∗

n)(XN +Xn)(XN +X∗
n)

(X −Xn)(X −X∗
n)(X +Xn)(X +X∗

n)
; (6.16)

C2v
n =

(XN −Xn)(XN −X∗
n)(XN +Xn)(XN +X∗

n)

−(Xn − 1/Xn)(X∗
n − 1/X∗

n)
; n = ρ

′′′
, ρ

′′′′

Hl(U) =
(UN − Ul)(UN − U∗l )(UN + Ul)(UN + U∗l )

(U − Ul)(U − U∗l )(U + Ul)(U + U∗l )
; (6.17)

C2s
l =

(UN − Ul)(UN − U∗l )(UN + Ul)(UN + U∗l )

−(Ul − 1/Ul)(U∗l − 1/U∗l )
; l = ω

′′
, φ

′
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and V (t) (similarly W (t), U(t) and X(t)) takes the form

V (t) = i

√(
t1s
in−ts0

ts0

)1/2

+
(

t−ts0
ts0

)1/2

−
√(

t1s
in−ts0

ts0

)1/2

−
(

t−ts0
ts0

)1/2

√(
t1s
in−ts0

ts0

)1/2

+
(

t−ts0
ts0

)1/2

+

√(
t1s
in−ts0

ts0

)1/2

−
(

t−ts0
ts0

)1/2
(6.18)

where the lowest square-root branch point for isoscalar form factors F s
1 , F

s
2 is ts0 = 9m2

π

and the lowest square-root branch point for isovector form factors F v
1 , F

v
2 is tv0 = 4m2

π.

Average branch square-root points for the isovector form factors F v
1 , F

v
2 are t1v

in = t2v
in =

4m2
N and ones for isoscalar form factors are t1v

in , t
2s
in, which however can not be fixed at

two-nucleon threshold as in the isoscalar case and they have to be obtained from fitting

experimental data.

In this way we have constructed the ten-resonance U&A model of the nucleon EM

structure.

6.4 Achievements of ten-resonance Unitary and Analytic model of

the nucleon electromagnetic structure

Ten-resonance U&A model of the nucleon EM structure includes all known properties

of EM form factors of the nucleon: correct asymptotic behavior, unitarity and reality

condition, analytic properties and normalization. It has been successfully applied to the

description of all existing experimental data on the nucleon Sachs form factors. In [13]

this model was applied to describe experimental data on Gp
E(t) for t < 0 obtained by

Rosenbluth technique, on |Gp
E(t)| for t > 0 and on Gp

M(t), Gn
E(t), Gn

M(t) for t < 0, t > 0

(see dashed line in Fig. 6.2).

But, as it was said at the beginning of this chapter, experimental data obtained by

Rosenbluth technique are in strong disagreement with JLab polarization data, so only

one of them can be valid. Besides this, Rosenbluth data on Gp
E(t) are not very accurate

for higher values of t(= −Q2). On the other hand JLab polarization data are very

accurate even for higher values of t. So we rely on JLab polarization data, contrary

to the previous paper [13] and in the space-like region of Gp
E(t) we used only JLab

polarization data. In this way we obtained behavior of nucleon Sachs form factors [25]

shown in the Fig. 6.2 by full line.
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Fig. 6.2: A simultaneous optimal fit of all existing data on nucleon form factors. The dashed

line represents old fit, which used Rosenbluth technique for extraction of Gp
E(t) in the

space-like region and the full line represents new fit, which used JLab polarization

data on Gp
E(t) in the space-like region.

As we can see in the Fig. 6.2, behavior of the nucleon Sachs form factors GMp(t),

GEn(t), GMn(t) remain almost unchanged and only the space-like part of GEp(t) changed

significantly.

6.5 Consequences of new Gp
E behavior on the proton charge

distribution

While the proton charge distribution is defined as inverse Fourier transformation of the

electric form factor of the proton GEp(t), we can easily derive, that for the spherically
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Fig. 6.3: Proton charge distribution. The dashed line represents the old distribution predicted

from Rosenbluth data and the full line represents the new distribution predicted from

JLab data.

symmetrical charge distribution we will obtain following relation

ρEp(r) = (2π)−2

∫ ∞

0

2Q

r
sin(Q.r)GEp(|Q|)dQ, (6.19)

where t = −Q2.

Now by using a numeric integration with sufficient precision we obtained different

proton charge distribution for each case [25]. Fig. 6.3 shows the classic proton charge

distribution obtained by fitting Rosenbluth data and new proton charge distribution

obtained from new JLab polarization data.

Also proton charge radius will change. While for old behavior (using Rosenbluth

data) it is 〈
r2
p

〉
Rosenbluth

= 0.684367 fm2,

for new behavior (using JLab data) it is

〈
r2
p

〉
JLab

= 0.719201 fm2



7. NONRELATIVISTIC IMPULSE

APPROXIMATION OF DEUTERON FORM

FACTORS

7.1 Introduction

A study of the deuteron electromagnetic structure is very interesting as the deuteron is

the most simple bound state system of nucleons, which provides an excellent opportunity

to study nucleon-nucleon (NN) interaction as well as its dependence on electromagnetic

structure of underlying nucleons. Up to now several (phenomenological) models and

fits of the deuteron electromagnetic structure have been published. The purely phe-

nomenological fits [6] give small χ2 but they come without any physical background.

The vector meson dominance models (and their generalization by incorporating correct

deuteron form factor analytic properties) [26, 27, 28] describe deuteron EM structure

through exchange of isoscalar vector mesons ω, φ (and their excitations) and they don’t

assume NN interaction effects explicitly. Another class of models, non-relativistic (NIA)

and relativistic (RIA) impulse approximations, reviewed in [29], assume NN interaction

based on deuteron wave functions and describe the deuteron EM FFs through the nu-

cleon EM FFs. Just such models seem to be able to bring some light [30] into existence

of two contradicting space-like behaviors of the electric nucleon FF, obtained in elas-

tic scattering of unpolarized electrons on unpolarized protons by Rosenbluth method

and in polarization transfer process ~e−p→ e−~p measuring transversal and longitudinal

components of the recoil proton’s polarization simultaneously.

As the impulse approximation models of the deuteron depend on nucleon EM FFs,

they give us possibility to make an independent test of two contradicting behaviors of



7. Nonrelativistic Impulse Approximation of Deuteron Form Factors 84

the proton electric FF in the space-like region described in the previous chapter by using

data on the deuteron structure functions A(t) and B(t). In this chapter we will use NIA

together with commonly used Paris potential for the deuteron form factors.

7.2 Non-relativistic impulse approximation for deuteron EM

structure

In the one-photon exchange approximation the deuteron EM structure can be described

by three scalar functions - EM FFs [31], which are connected to the matrix element of

the deuteron EM current in the most general form as it is given in Chapter 1 in Eqs.

(1.5,1.6).

The calculation of the deuteron EM FFs within impulse approximation requires a

knowledge of the deuteron wave function and nucleon EM FFs. As deuteron can be

found in S- (≈ 96%) and D-state (≈ 4%), then NN non-relativistic full wave function of

the deuteron can be written in terms of two scalar wave functions

Ψabm =
∑

l

∑
ms

zl(r)

r
Yl,m−ms(r̂)χ

1ms
ab 〈l, 1,m−ms,ms|1,m〉

=
u(r)

r
Y0,0(r̂)χ

1m
ab +

w(r)

r

∑
ms

Y2,m−msχ
1ms
ab 〈2, 1,m−ms,ms|1,m〉 , (7.1)

where 〈l, 1,m−ms,ms|1,m〉 are Clebsh-Gordan coefficients, Yl,ml
are spherical har-

monics normalized to unity on the unit sphere and z0 = u, z2 = w are reduced S− and

D-state wave functions, respectively.

The normalization condition
∫
d3rΨ†

abm′Ψabm = δm′m

implies normalization ∫ ∞

0

dr
[
u2(r) + w2(r)

]
= 1, (7.2)

which could be understood as probability of finding deuteron in S− or D-state. The

D-state probability

PD =

∫ ∞

0

drw2(r)
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Fig. 7.1: The S− and D−state wave functions behaviors for Paris potential.

is an interesting measurement of the strength of the tensor component of the NN force.

The best non-relativistic wave functions are calculated from the Schrödinger equation

using a potential adjusted to fit NN scattering data for lab energies from 0 to 350 MeV.

In this paper we will use one of the most common potentials called Paris potential [32],

which was among the first potentials to be determined from such realistic fit. The S−
and D−state wave functions determined from this model are presented in Fig. 7.1.

The deuteron is an isoscalar target, therefore within non-relativistic impulse approx-

imation, its FFs depend only on the isoscalar nucleon form factors GNs
E and GNs

M

GNs
E = Gp

E +Gn
E

GNs
M = Gp

M +Gn
M (7.3)

in the following way

GC = GNs
E DC

GM =
md

2mp

[
GNs

M DM +GNs
E DE

]
(7.4)

GQ = GNs
E DQ

where the body form factors DC , DM , DE and DQ are functions of the momentum

transfer squared t. The non-relativistic formulas for the body form factors D involve
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overlaps of the wave functions u(r), w(r), weighted by spherical Bessel functions

DC(q2) =

∫ ∞

0

dr
[
u2(r) + w2(r)

]
j0(κ)

DM(q2) =

∫ ∞

0

dr
[
2u2(r)− w2(r)

]
j0(κ) +

[√
2u(r)w(r) + w2(r)

]
j2(κ)

DE(q2) =
3

2

∫ ∞

0

drw2(r) [j0(κ) + j2(κ)] (7.5)

DQ(q2) =
3√
2η

∫ ∞

0

drw(r)

[
u(r)− w(r)√

8

]
j2(κ)

where κ = qr/2. At q2 = 0, the body form factors become

DC(0) =

∫ ∞

0

dr
[
u2(r) + w2(r)

]
= 1

DM(0) =

∫ ∞

0

dr
[
2u2(r)− w2(r)

]
= 2− 3PD

DE(0) =
3

2

∫ ∞

0

drw2(r) =
3

2
PD (7.6)

DQ(0) =
m2

d√
50

∫ ∞

0

drw(r)

[
u(r)− w(r)√

8

]

giving the non-relativistic predictions

Qd = DQ(0)

µd = µs
NDM(0) +DE(0) = µs

N(2− 3PD) + 1.5PD, (7.7)

where Qd is the quadrupole moment of the deuteron, µd is the magnetic moment of

the deuteron and µs
N = 1

2
(µp + µn − 1) is the isoscalar nucleon magnetic moment. The

experimental value of the deuteron magnetic moment µd = 1.7139, leads to probability

ofD-state PD = 4.0%. But this is only approximate value, because the magnetic moment

is very sensitive to relativistic corrections.

Experimentally the EM structure of the deuteron is measured in the elastic scattering

of electrons on deuterons, described by the differential cross-section (6.2) with

A(t) = G2
C(t) +

2

3
η(1 + η)G2

M(t) +
8

9
η2G2

Q(t), B(t) =
4

3
η(1 + η)2G2

M(t), (7.8)

and applying the Rosenbluth technique. As a result the data on structure functions

A(t), B(t) are obtained, which are found to be compiled in the paper [29].
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Fig. 7.2: Deuteron structure function A(t) behavior.

7.3 Results

In order to test the two contradicting behaviors of Gp
E(t), as shown in Fig.6.2(a), in

comparison with the deuteron structure functions A(t), B(t) data, we use expressions

for deuteron EM FFs (7.4) to be expressed through nucleon EM FFs. First, the fits

of Rosenbluth data were made within Unitary and Analytic model of nucleon EM FFs

[13], then the fits of JLab proton polarization data with all other existing nucleon EM

FFs data. From both behaviors the isoscalar nucleon FFs were determined, by means

of which the deuteron FFs have been found and as a result the two different behaviors

of deuteron structure functions A(t), B(t) were calculated.

The comparison of these two behaviors (see Figs. 7.2 and 7.3) with existing ex-

perimental data on deuteron structure functions, leads to corresponding χ2s, which are

presented in Table 7.1. One can see immediately that the behaviors of A(t), B(t), ob-

tained by means of the Gp
E(t) with the zero around t = −13 GeV2 are unambiguously

preferred.
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χ2
A χ2

B

JLab 926 476

Rosenbluth 2080 574

Tab. 7.1: The χ2 of deuteron structure functions A(t), B(t) for two different scenarios.

]2t [GeV
-3.5 -3 -2.5 -2 -1.5 -1 -0.5 0

B
(t

)

-910

-810

-710

-610

-510

-410

-310

-210

Fig. 7.3: Deuteron structure function B(t) behavior.

For completeness we present (see Figs. 7.4,7.5 and 7.6 ) also the obtained behaviors

of deuteron EM FFs GC(t), GM(t) and GQ(t) with the data [29] obtained in recent

polarization experiments.
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Fig. 7.4: Charge deuteron FF GC(t) behavior.
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Fig. 7.5: Magnetic deuteron FF GM (t) behavior.
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Fig. 7.6: Quadrupole deuteron FF GQ(t) behavior.



8. TWO COMPONENT MODEL OF THE

DEUTERON ELECTROMAGNETIC

STRUCTURE

In this chapter we will introduce another, more simple model of the deuteron electro-

magnetic structure with transparent physical background and very low number of free

parameters. The idea of this model comes from Iachello, Jackson, Land (IJL) model of

the nucleon [33].

8.1 Iachello, Jackson, Land model of the nucleon

The IJL model describes the nucleon as a hard core with a surrounding meson cloud

(Fig.8.1), where the structure of the meson cloud can be described within vector meson

dominance model and hard core has the well known dipole structure. Therefore Dirac

and Pauli isoscalar and isovector nucleon form factors can be written as a product of

dipole term

g(t) =
1

(1− γt)2
(8.1)

and VMD term, where isoscalar vector mesons ω, φ saturate isoscalar FFs and isovector

vector meson ρ saturates isovector FFs

F S
1 (t) =

e

2

1

(1− γt)2

[
(1− βω − βφ) + βω

m2
ω

m2
ω − t

+ βφ

m2
φ

m2
φ − t

]

F V
1 (t) =

e

2

1

(1− γt)2

[
(1− βρ) + βρ

m2
ρ

m2
ρ − t

]
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F S
2 (t) =

e

2

1

(1− γt)2

[
(−0.12− αφ)

m2
ω

m2
ω − t

+ αφ

m2
φ

m2
φ − t

]

F V
2 (t) =

e

2

1

(1− γt)2

[
(3.706

m2
ρ

m2
ρ − t

]
. (8.2)

As one can see, Dirac FFs F S
1 , F

V
1 contain non-VMD terms in VMD part ((1 − βω −

βφ), (1 − βρ)), which correspond to direct coupling of the photon to hard core of the

nucleon.

IJL model of the nucleon provides very good description of the nucleon FFs in space-

like region and after some modification also in time-like region.

8.2 Two component model of the deuteron

The idea similar to IJL model of nucleon was used in constructing two component model

of the deuteron [28]. Contrary to impulse approximation models, we assumed that the

deuteron is composed from one hard core and a surrounding meson cloud (Fig.8.2).

Similar to IJL model all 3 deuteron FFs can be written as product of normalization

Ni,hardcore part gi(t) and VMD part Fi(t)

Gi(t) = Nigi(t)Fi(t), ii = C,M,Q. (8.3)

While the deuteron is an isoscalar particle, the VMD part Fi(t) is saturated only by

isoscalar vector mesons ω and φ

Fi(t) = 1− αi − βi + αi
m2

ω

m2
ω − t

+ βi

m2
φ

m2
φ − t

, (8.4)

where mω (mφ) is the mass of the ω (φ)-meson. Note that the t dependence of Fi(t) is

parametrized in such form that Fi(0) = 1, for any values of the free parameters αi and

βi, which are real numbers.

The hard core part gi(t) was chosen in a form similar to IJL case (8.1), with un-

known asymptotic behavior, as function of two parameters, also real, γi and δi, generally

different for each FF

gi(t) = 1/ [1 + γit]
δi . (8.5)
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Fig. 8.1: A schematic picture of IJL model of the nucleon.

Fig. 8.2: A schematic picture of two component model of the deuteron.

8.3 Results and discussion

In general this parametrization uses 12 free parameters - 4 free parameters for every

deuteron form factor (αi, βi, γi, δi). However one can use constrains given by nodes in

GC and GM behavior (8.6), which reduce the number of free parameters by 2 or assume

common structure of hard core for every deuteron form factor (γC = γM = γQ = γ , δC =

δM = δQ = δ) , which reduces the number of parameters by 4.

As it was mentioned, the experimental data on GC and GM show the existence of a

zero, for t0C ' −0.7 GeV2 and t0M ' −2 GeV2. The requirement of a node gives the

following relation between the parameters αi and βi, i = C and M :

αi = −m
2
ω − t0i

t0i

− βi
m2

ω − t0i

m2
φ − t0i

. (8.6)

In the fitting procedure this relation allows to obtain a better description of the data

and a faster convergence, giving physical constraints to the problem.

The data basis of the present study consists of the data from [6] and completed by

more recent measurements from Ref. [34].
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As a result of the procedure for the extraction of the values of GC(t) and GQ(t)

from A(t), B(t) and t20(t), some experimental points show a large asymmetry of the

errors, which can not be neglected in this analysis. While there is still no general

guide how to treat asymmetric errors, we used two different ways to handle them. At

first no asymmetry was assumed and the average of the upper (σ+) and lower (σ−)

errors was taken. Then, an approach recently proposed in Ref. [35] was applied: linear

dependencies are assumed and the contribution to a modified χ2 is defined as

χ2 =
∑

i

ε2i
σ2
−i

, for εi > 0, χ2 =
∑

i

ε2i
σ2

+i

, for εi < 0, (8.7)

where εi is the discrepancy between the i-th experimental point and the value of the

corresponding function. In Ref. [35] another model, based on a quadratic approximation,

was preferred by the author, but it is not always suitable for our analysis, because, in

some cases it doesn’t give real solutions for the contribution to χ2.

In any case, the analysis which takes into account the asymmetry of errors (8.7)

gives significant reduction of χ2 in all cases, but it didn’t influence significantly the

resulting parameters of the fit, except for GQ(t), where the errors on the parameters

were significantly reduced.

The results were firstly obtained with a three parameter fit β, γ, δ, and the constraint

(8.6) for GC and GM and a four parameter fit α, β, γ, δ, according to Eq. (8.3), for

GQ and are given in Table 8.1. Two solutions for FFs GC and GQ are consequence of

quadratic dependence on A(t), B(t), t20(t) (1.11).

The parameters γ and δ, which characterize the global structure of the deuteron

(8.5) are similar for all deuteron FFs, especially GC and GM , with good accuracy (Table

8.1) and the fit is quite sensitive to the choice of initial parameters, in particular for

GQ. In case of GQ, which is not constrained by a node, a good fit can be obtained with

a large cancellation of the terms driven by α and β. This means that FFs would be

mostly sensitive to the meson cloud (with common hard core for all deuteron FFs). In

order to test this hypothesis, a global fit was performed, keeping the γ and δ the same

for the three FFs, which reduces the number of free parameters to 6. In such fit, two

solutions appear also for GM , related to the choice of the other two FFs. Results are

given in Table 8.2.
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α β γ [GeV]−2 δ χ2/ndf

GC (I) 5.9± 0.1 −5.2± 0.2 13.9± 1.4 0.96± 0.07 0.8

GC (II) 5.0± 0.2 −4.5± 0.3 11.5± 1.2 1.11± 0.09 1.2

GQ(I) 3.1± 1.1 −2.1± 1.2 7.2± 2.8 1.6± 0.5 0.5

GQ(II) 1.4± 2.0 −0.1± 2.4 7.7± 1.6 1.7± 0.4 0.8

GM 3.78± 0.04 −2.87± 0.04 11.4± 0.5 1.07± 0.03 1.5

Tab. 8.1: Parameters for the three deuteron electromagnetic FFs. In case of GC and

GM , α is derived from Eq. (8.6).

α β χ2/ndf

GC (I) 5.75± 0.07 −5.11± 0.09 0.9

GC (II) 5.50± 0.06 −4.78± 0.08 1.3

GQ(I) 4.21± 0.05 −3.41± 0.07 0.9

GQ(II) 4.08± 0.07 −3.25± 0.09 1.6

GM(I) 3.77± 0.04 −2.86± 0.05 1.6

GM(II) 3.74± 0.04 −2.83± 0.05 1.7

Tab. 8.2: Parameters α and β for the three deuteron electromagnetic FFs, from the

global fit. Parameters δ and γ are common to all form factors and, in case of

GC and GM , α is derived from Eq. (8.6).
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Fig. 8.3: Fit to deuteron charge form factor data. The solid and dashed lines correspond

to the fits for the two different solutions for the data (solid and empty circles).

In Figs. 8.3, 8.4 and 8.5, the data points are shown, together with the result of

the second fit where solid (dashed) lines correspond respectively to the first (second)

solution. Open symbols in Figs. 8.3 and 8.5 correspond to the second solution for GC

and GQ. The values of the best fit parameters are reported in Table 8.2. The common

parameters are δ = 1.04 ± 0.03, γ = 12.1 ± 0.5, for the first solution, corresponding

to χ2/ndf = 1.1, whereas, for the second one, δ = 1.05 ± 0.03, γ = 12.1 ± 0.5 and

χ2/ndf = 1.5. The individual χ2/ndf are reported in last column of Table 8.2. They

are slightly larger than in Table 8.1, as expected.
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Fig. 8.4: Fit to deuteron magnetic form factor data.

]2t [GeV
-2 -1.5 -1 -0.5 0

(t
)

Q
G

-210

-110

1

10

Fig. 8.5: Fit to deuteron quadrupole form factor data. Notations as in Fig. 8.3.



9. UNITARY AND ANALYTIC MODEL OF

THE DEUTERON ELECTROMAGNETIC

STRUCTURE

9.1 Properties of electromagnetic form factors of the deuteron

Besides the impulse approximations of the deuteron form factors and Iachello-like two

component model of the deuteron, it is possible to construct also an unitary and analytic

model of the deuteron EM structure. Within such model one considers deuteron as a

single hadron containing 6 constituent quarks. This assumption is well suited for energies

significantly higher than coupling energy of the proton-neutron pair in the deuteron -

2.2 MeV. As it was said in chapter 1, the electromagnetic structure of deuteron, can

be described by 3 form factors, e.g. GC(t), GM(t), GQ(t), which experimental values

can be extracted from measurements of deuteron structure functions A(t) and B(t) and

polarization observable t20 (1.11). Moreover, as deuteron is a spin 1 particle, the ratios

[36] of the deuteron FFs at large space-like and time-like momentum transfered squared

is given by

GC(t) : GM t : GQ(t) = (1− 2
3
η) : 2 : −1, (9.1)

which together with the perturbative QCD [37, 38] predictions for the asymptotic be-

havior of the deuteron electromagnetic structure function A(t)

[A(t)]1/2 ∼ t−5
|t|→−∞, (9.2)
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imply the asymptotics of all deuteron EM FFs in both space-like and time-like to be

GC(t) ∼ t−5
|t|→−∞

GM(t) ∼ t−6
|t|→−∞

GQ(t) ∼ t−6
|t|→−∞. (9.3)

According to Chapter 4 one generally need at least m vector mesons to construct

unitary and analytic model of a hadron form factor with asymptotic behavior

F (t) ∼ t−m
|t|→−∞.

Therefore in the case of the deuteron at least 6 vector mesons are needed to describe its

EM structure and due to the isoscalar nature of the deuteron nucleus, they should be

also isoscalar vector mesons. However, experimentally revealed nodes in the space-like

region of the deuteron FFs GC and GM (see Figs. 8.3 8.4) require the modified U&A

parametrization, developed in section 5.1, to reproduce such behavior. The modified

U&A parametrization (5.26, 5.29) of GM(t) requires an additional isoscalar vector meson

increasing the number of required mesons to 7. Here we will describe [39] the deuteron

EM structure by the minimal unitary and analytic model of deuteron EM structure with

7 isoscalar vector mesons.

9.2 Constructing of unitary and analytic model of deuteron form

factors

In Chapter 5 it has been already shown how to construct unitary and analytic model of

any hadron form factor. We only need to know an asymptotic behavior of a hadron form

factor, whether or not there are some nodes in a FF behavior, t0 – the square-root branch

point corresponding to the lowest threshold and tin – an effective square-root branch

point simulating contributions of all other relevant thresholds, ratios of corresponding

coupling constants, normalization of a form factor at t = 0 and we also need to know

masses and widths of all vector mesons included to the model. Naturally, some of them

are unknown and they have to be obtained from fitting experimental data.
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Fig. 9.1: The Feynman diagram of the deuteron electromagnetic vertex generating the lowest

anomalous threshold in deuteron electromagnetic form factors.

In our case we know asymptotic behavior of all three deuteron form factors (9.3),

approximate position of the nodes in the space-like behavior of GC and GM (t0C ' −0.7

GeV2 and t0M ' −2.0 GeV2), the lowest threshold

t0 = 4m2
p −

(m2
d −m2

p −m2
n)2

m2
n

= 1.7298m2
π, (9.4)

which is generated [40, 41] by the diagram shown in Fig. 9.1 and practically calculated

from the dual diagram presented in Fig. 9.2, normalization of all three deuteron form

factors

GC(0) = 1; GM(0) =
md

mp

µd; GC(0) = m2
dQ, (9.5)

where µd = 0.8574061 is the magnetic moment and Q = 0.286015 fm2 is the quadrupole

moment of the deuteron and we also know masses and widths of five light isoscalar

vector mesons – ω, ω′, ω′′, φ, φ′. As another isoscalar vector meson we will use somewhat

heavier J/ψ.

A mass and a width of an additional isoscalar vector meson x, an effective thresholds

for GC , GM , GQ – tinC , tinM , tinQ and an unknown ratios of coupling constants need to

be obtained from fitting experimental data.

Now we can use general (5.21) unitary and analytic parametrization for deuteron

FFs together with additional conditions (5.29, 5.30) for coupling constant ratios for GC
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Fig. 9.2: The dual diagram from which by means of methods of elementary geometry the

position of the lowest anomalous threshold is calculated.

and GM given by the node positions.

GC(t) =

(
1−W (t)2

1−W 2
N

)10
[
(1− aC:J/Ψ − aC:x)

∏

v=ω,ω′,ω′′,φ,φ′
LH(Wv)

+ LH(WJ/Ψ)aC:J/Ψ + LH(Wx)aC:x

]
(9.6)

GM(t) =

(
1− V (t)2

1− V 2
N

)12



(
md

mp

µd − aM :x

) ∏

v=ω,ω′,ω′′,φ,φ′,J/Ψ

LH(Vv) + LH′(Vx)aM :x




GQ(t) =

(
1− U(t)2

1− U2
N

)12

(
m2

dQ− aQ:x

) ∏

v=ω,ω′,ω′′,φ,φ′,J/Ψ

LH(Uv) + LH′(Ux)aQ:x


 ,

where

aC:J/Ψ =
(1− aC:x)

∏
v=ω,ω′,ω′′,φ,φ′ LH(Wv(t0C)) + LH(Wx(t0C))aC:x∏

v=ω,ω′,ω′′,φ,φ′ LH(Wv(t0C))− LH(WJ/Ψ(t0C))

aM :x =

md

mp
µd

∏
v=ω,ω′,ω′′,φ,φ′,J/Ψ LH(Vv(t0M))

∏m
v=ω,ω′,ω′′,φ,φ′,J/Ψ LH(Vv(t0M))− LH(Vx(t0M))

(9.7)

LH(Xw) = LH(Xw)
∑

i=ω,ω′,ω′′,φ,φ′

∏

v=ω,ω′,ω′′,φ,φ′,v 6=i

{
LH(Xv)

C(Xv)− C(Xw)

C(Xv)− C(Xi)

}

LH′(Xw) = LH(Xw)
∑

i=ω,ω′,ω′′,φ,φ′,J/Ψ

∏

v=ω,ω′,ω′′,φ,φ′,J/Ψ,v 6=i

{
LH(Xv)

C(Xv)− C(Xw)

C(Xv)− C(Xi)

}
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and

LH(Xw) =
(XN −Xw)(XN −X∗

w)(XN − 1/Xw)(XN − 1/X∗
w)

(X −Xw)(X −X∗
w)(X − 1/Xw)(X − 1/X∗

w)
; if m2

w − Γ2
w

4
< tinX

LH(Xw) =
(XN −Xw)(XN −X∗

w)(XN +Xw)(XN +X∗
w)

(X −Xw)(X −X∗
w)(X +Xw)(X +X∗

w)
; if m2

w − Γ2
w

4
> tinX

C(Xw) =
(XN −Xw)(XN −X∗

w)(XN − 1/Xw)(XN − 1/X∗
w)

−(Xw − 1/Xw)(Xw − 1/X∗
w)

; if m2
w − Γ2

w

4
< tinX

C(Xw) =
(XN −Xw)(XN −X∗

w)(XN +Xw)(XN +X∗
w)

−(Xw − 1/Xw)(Xw − 1/X∗
w)

; if m2
w − Γ2

w

4
> tinX

and X takes different form for each deuteron form factor – W for GC , V for GM and U

for GQ

W (t) = i

√(
tinC−t0

t0

)1/2

+
(

t−t0
t0

)1/2

−
√(

tinC−t0
t0

)1/2

−
(

t−t0
t0

)1/2

√(
tinC−t0

t0

)1/2

+
(

t−t0
t0

)1/2

+

√(
tinC−t0

t0

)1/2

−
(

t−t0
t0

)1/2

V (t) = i

√(
tinM−t0

t0

)1/2

+
(

t−t0
t0

)1/2

−
√(

tinM−t0
t0

)1/2

−
(

t−t0
t0

)1/2

√(
tinM−t0

t0

)1/2

+
(

t−t0
t0

)1/2

+

√(
tinM−t0

t0

)1/2

−
(

t−t0
t0

)1/2

U(t) = i

√(
tinQ−t0

t0

)1/2

+
(

t−t0
t0

)1/2

−
√(

tinQ−t0
t0

)1/2

−
(

t−t0
t0

)1/2

√(
tinQ−t0

t0

)1/2

+
(

t−t0
t0

)1/2

+

√(
tinQ−t0

t0

)1/2

−
(

t−t0
t0

)1/2

If no parameter is given for U, V,W or X, it should be evaluated at the same t where

FF is evaluated or at tnode for calculation of the ratios (9.7).

9.3 Analysis of the data on deuteron structure functions and

polarization observables

In the previous Section we constructed the U&A model of deuteron electromagnetic

structure, which uses 7 vector mesons. The constructed model depends on physi-

cal parameters like mv,Γv for v = ω, ω′, ω′′, φ, φ′, J/Ψ, x, on the effective thresholds

tinC , tinM , tinQ and on unknown ratios aC:x and aQ:x. Naturally, we can fix masses mv
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Fig. 9.3: Behavior of the deuteron structure function A(t) predicted by the U&A model of the

deuteron electromagnetic structure and its comparison to the experimental data.

and widths Γv of all known vector mesons (ω, ω′, ω′′, φ, φ′, J/Ψ), what means, that there

will remain 7 free parameters, which can be numerically evaluated in the optimal de-

scription of all available experimental data on the deuteron structure functions A(t),

B(t) and the polarization observable t̃20(t). The results were obtained by using CERN

program ROOT [42] and corresponding behaviors are shown on Figs. 9.3, 9.4, 9.5 to-

gether with data. The values of free parameters are given in Table 9.1.

mx
MeV

Γx
MeV

tinC

GeV2
tinM

GeV2

tinQ

GeV2 aC:x aQ:x

504.9± 0.1 677.6± 0.2 18.2± 0.1 20.2± 0.2 7.8± 0.1 3.43± 0.01 28.14± 0.03

Tab. 9.1: Fitted parameters of the U&A model of the deuteron EM structure.

As one can see, we obtained a good description of the deuteron structure functions

A(t), B(t) and polarization observable t̃20(t) with χ2/n.d.f. = 4.61. Moreover the

constructed model with the same values of free parameters can be used for the description

of experimental data on other deuteron EM FFs GC(t) and GQ(t) (see Figs. 9.6, 9.7) as

well as for estimation of all deuteron EM FFs time-like behavior (see Fig. 9.8), which

allows us to estimate measurable quantity - the total cross section of the annihilation

process e−e+ → dd̄



9. Unitary and Analytic Model of the Deuteron Electromagnetic Structure 104

]2t [GeV
-3.5 -3 -2.5 -2 -1.5 -1 -0.5 0

B
(t

)

-1110

-1010

-910

-810

-710

-610

-510

-410

-310

-210

Fig. 9.4: Behavior of the deuteron structure function B(t) predicted by the U&A model of

the deuteron electromagnetic structure and its comparison to the experimental data

σtot(e
−e+ → dd̄) =

πα2β3

3t

[
3|GC(t)|2 + 4τ

(|GM(t)|2 + 2
3
τ |GQ(t)|2)] , (9.8)

which is planned to be measured during years 2007-2010 in Peking (BES3). The esti-

mated behavior of σtot is given in Fig. 9.9.
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Fig. 9.5: Behavior of the deuteron polarization observable t̃20(t) predicted by the U&A model

of the deuteron electromagnetic structure and its comparison to the experimental

data
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Fig. 9.6: The behavior of the deuteron charge form factor GC(t) predicted by the U&A model

of the deuteron electromagnetic structure and its comparison to the experimental

data.
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Fig. 9.7: The behavior of the deuteron quadrupole form factor GQ(t) predicted by the U&A

model of the deuteron electromagnetic structure and its comparison to the experi-

mental data
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Fig. 9.8: The behavior of the deuteron EM form factors GC(t), GM (t), GQ(t) in the time-like

region estimated by the U&A model of the deuteron electromagnetic structure. Full

line corresponds to charge FF GC(t), dashed line corresponds to magnetic FF GM (t)

and dotted line corresponds to quadrupole FF GQ(t).
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Fig. 9.9: The total cross section of the annihilation process e−e+ → dd̄ behavior estimated by

the U&A model of the deuteron electromagnetic structure.



10. AXIAL FORM FACTOR OF THE

NUCLEON

10.1 Introduction

The axial form factor of the nucleon, introduced in the Chapter 1, describes weak

structure of the nucleon. Usually the dipole parametrization is assumed in the space-

like region

gA(q2) = gA(0)(1− q2/m2
A)−2 (10.1)

where mA = 1.06 GeV stands for mass of the axial meson and gA(0) = 1.2673±0.0035 is

the normalization of the nucleon axial form factor. However similarly to the dipole form

factor of the nucleon EM form factors this parametrization is rather inaccurate and it

has poor physical background, while there is no real axial meson with mass 1.06 GeV.

Moreover, up to now there is no model of the nucleon axial form factor to describe its

behavior in the time-like region, which will be needed in the next Chapter to estimate

pion production in nucleon-antinucleon annihilations.

Therefore we suggest [43] a simple phenomenological parametrization of the axial

nucleon form factor and we make a fit on the available experimental data. The present

description of the nucleon structure is based on IJL model of nucleon [33] with a compact

core surrounded by a meson cloud. Its advantage is a possibility of a reasonable extension

to the time-like region where no experimental data are available.

Up to now, the axial form factor of the nucleon has been measured directly in neu-

trino scattering experiments and in pion electroproduction experiments. In our analysis

we consider data from the pion electroproduction only, as in the neutrino scattering ex-

periments the dipole approximation is assumed a priori and only an axial meson mass is

extracted from the data. On the other hand in the pion electroproduction experiments
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the axial form factor is related to the slope of differential cross section as a function of ε

near threshold. Low energy theorems calculate electric dipole amplitude at threshold in

case of soft pions. In order to compare with real data model dependent corrections must

be introduced to take into account finite pion mass. The data and their corrections will

be discussed below.

10.2 Formalism

In the framework of the IJL model [33], it is possible to parametrize the axial form

factor of the nucleon as

gA(t) = g(t)

[
1− α + α

m2
A

m2
A − t

]
gA(0) (10.2)

where α is a fitting parameter, mA = 1.17 GeV is the mass of the lightest axial meson

h1 and

g(t) = (1− γt)−2 (10.3)

is the function describing the internal core of the nucleon and according to IJL model

of the nucleon γ '0.25 GeV−2 is a fixed parameter.

The asymptotic behavior of this parametrization is driven by

gA(t) =
(1− α)gA(0)

(γt)2

with a negative value for α > 1.

A possible generalization can include the contribution of two or more axial mesons,

with different masses.

10.3 Analysis of data

The considered set of data includes all points measured in pion electroproduction on

nucleon experiments. A compilation can be found in Ref. [44].

The t-dependence of the nucleon axial form factor gA(t), was measured in several

pion electroproduction experiments at the threshold since a few decades. The slope
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of the total unpolarized differential cross section at threshold, contains information on

gA(t). The numerical value of this FF is model dependent.

In general, four different approaches were used to extract values on the axial form fac-

tor of the nucleon. Soft pion approximation (SP) [45], partially conserved axial current

approximation (PCAC) [46], enhanced soft pion approximation – Fulran approximation

(FPV) [47] and Dombey and Read approximation (DR) [48].

As a consequence of these competing approaches, up to four experimental values

may be extracted from a single measurement (at fixed t). Alltogether 67 experimental

points are available, corresponding to only 32 measurements. Data from Ref. [49] were

considered separately, as they correspond to ∆ excitation in final state. In order to

evaluate the systematic error, the data were therefore separated in 5 groups according

to used approach (measured processes). The data from [50] were not considered in the

final fit, following Ref. [44] as they are systematically higher as well as data from [45].

The data are plotted in Fig. 10.1(a). Different symbols correspond to different

models used for the extraction of the data but may correspond to the same experiment.

A global one parameter fit was performed, as well as individual fits to the 5 data

sets, according to Eq. 10.2. The results are shown in Table 10.1 and in Fig. 10.1. The

final global fit gives α = 1.46± 0.04, with χ2/n.d.f. = 81.47/48 = 1.70.

Model DR FPV SP PCAC ∆ all

α 1.29± 0.08 1.74± 0.13 1.08± 0.06 1.66± 0.05 1.13± 0.07 1.46± 0.04

χ2/n.d.f. 1.38 0.80 3.75 0.76 0.45 1.70

Tab. 10.1: Fitted α parameter for various approaches of extracting data on axial FF.

10.4 Extension to time-like region

An extension to the TL region of the presented model can be made in the similar way as

in the original IJL model of nucleon EM FFs. It can be summarized in following steps

• An complex phase δ, the same as for IJL model, is introduced in the internal core

term (10.3).
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Fig. 10.1: (a): Fits of the nucleon axial form factor made separately for different approaches,

where triangle points and dotted line corresponds to SP [45], square points and

dashed line – FPV [47], reversed triangle points and long dashed line – DR [48],

full circle points and full line – PCAC [46], empty circle points and dashed-dotted

line – ∆ excitation [49]. (b): The final global fit of the nucleon axial FF.

• VMD term corresponding to exchange of axial meson should be substituted by

Breit-Wigner formula due to considerable width of assumed axial meson.

These modifications leads to following parametrization of axial FF in TL region

gA(t) = g(t)

[
1− α + α

m2
A (m2

A − t+ imAΓA)

(m2
A − t)

2
+ (mAΓA)2

]
gA(0) (10.4)

where

g(t) =
(
1− eiδγt

)−2
. (10.5)

The TL behavior of the nucleon axial FF is given in Fig.10.2 and the value of axial FF is

significantly higher than in the SL region. The position and shape of the presented peak

is given by values of γ and δ in the internal core term (10.5). However appropriateness

of such TL behavior can not be verified due to no available data on the nucleon axial

FF in TL region.
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Fig. 10.2: Predicted nucleon axial form factor behavior in the TL region.

10.5 Dipole limit for IJL formula

There is also an alternative way to obtain reasonable description of available data on

the nucleon axial form factor with presented model by satisfying compatibility with old

dipole fit. The idea of this method is to force same small q2 behavior of both models.

In the first order of Taylor series

lim
t→∞

gA(t) = gA(0)(1 +
2

M2
A

t)

lim
t→∞

gA(t) = gA(0)(1 + (2γ +
α

m2
A

)t), (10.6)

where MA is mass of axial meson fitted in dipole approximation and mA is mass of

real(lightest) axial meson. By assuming the same behavior one gets

α = 2m2
A(

1

M2
A

− γ) = 1.71 (10.7)

As we can see in the Fig. 10.3 such method also provides reasonable description of the

available data.
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Fig. 10.3: The nucleon axial form factor in the dipole limit as a function of t



11. MEASUREMENT OF THE NUCLEON

EM AND AXIAL FFS

11.1 Motivation

Up to now it has not been possible to measure nucleon electromagnetic form factors in

the time-like region under threshold of the annihilation – so called unphysical region,

because this region is kinematically forbidden for the annihilation reaction p̄ + p →
e+ + e− usually used for measurement of nucleon time-like EM form factors. Also there

are no experimental data on axial form factor of the nucleon in the time-like region.

In this Chapter we will study [51] the annihilation reactions

p̄(p1) + n(p2) → π−(qπ) + `−(p−) + `+(p+) (11.1)

p̄(p1) + p(p2) → π0(qπ) + `−(p−) + `+(p+) , ` = e, µ

which are the crossed processes of pion electroproduction on a nucleon e− + N →
e− + N + π. They contain the same information on the nucleon form factors in the

different kinematical region. These processes are also related to the pion scattering

process π +N → N + `− + `+ which was studied in [52]. In that paper it was pointed

out, that annihilation processes (11.1) give possibility of determination of the nucleon

electromagnetic form factors in the unphysical region, which is otherwise unreachable by

the annihilation reaction p̄+p→ e+ +e−. In another paper [53] a general expression for

the cross section was derived and numerical estimations were given in the kinematical

region near threshold. Now we will take into account a larger set of diagrams contribut-

ing to the processes and we will give special emphasis to the possibility of extraction

of the axial nucleon form factor in the time-like region. The aim of this Chapter is to

estimate differential cross section for experimental conditions achievable at the future
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FAIR facility [54] by using existing models of nucleon structure extended to time-like

region.

11.2 Formalism

Our approach is based on Compton-like annihilation Feynman amplitudes and aims to

establish the matrix elements of the processes (11.1). The main uncertainty in this

description in terms of Green functions of mesons and nucleons is related to the model

dependent description of hadron FFs. Possible tree level Feynman diagrams of the

considered processes (11.1) are shown in Figs. 11.1, 11.2 and they differ in a particle

emitting lepton-antilepton pair. In the case of the first process there are only two

possible tree level diagrams, while spinless neutral particle π0 can not emit the `¯̀ pair.

As it has been already discussed in [53] vertices of pion and nucleons, γ∗NN∗ and

γ∗ππ∗, contain virtual hadrons, and rigorously speaking, electromagnetic form factors

should be modified taking into account off mass shell effects. However we will use

standard on mass shell form factors as errors of such approximation are at the level of

3% [55].

Therefore the expression for nucleon electromagnetic current can be written as

〈
N(p′)

∣∣ΓN
µ (q)

∣∣N(p)
〉

= ū(p′)
[
FN

1 (q2)γµ +
FN

2 (q2)

4M
(q̂γµ − γµq̂)

]
u(p) , N = n, p,

(11.2)

where M is the nucleon mass, q is the four-momentum of the virtual photon and FN
1 , F

N
2

are Dirac and Pauli form factors of the proton and neutron.

The pion (π−) electromagnetic form factor Fπ(q2) is also introduced in the standard

way through corresponding EM current as

Jπ
µ = (q1 + q2)µFπ(q2

π), (11.3)

where q1, q2 are momenta of incoming and outgoing charged pion and qπ = q1 − q2.

Special attention must be devoted to the pion nucleon interaction in the vertices πNN ,

which are parametrized as

v̄(p1)γ5u(p2)gπNN(s), and v̄(p1 − q)γ5u(p2)gπNN(m2
π) (11.4)
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with s = (p1 + p2)
2.

The vertex of πNN interaction can be related to the general axial vector current

matrix element

〈
N(p′)

∣∣Aµ
j (0)

∣∣N(p)
〉

= ū(p′)
[
GA(q2)γµ +

qµ

2M
G2

P (q2) + i
σµν

2M
GT (q2)

]
γ5
τj
2
u(p),

(11.5)

where qµ = p′µ − pµ, GA(q2) is the axial nucleon FF, GP (q2) the induced pseudoscalar

FF and GT (q2) the induced pseudotensor FF. In the chiral limit, the requirement of

conservation of the axial current leads to the relation:

4MGA(q2) + q2GP (q2) = 0, (11.6)

which shows that GP (q2) has a pole at small q2. Indeed, assuming that the axial current

interacts with the nucleon through the conversion to pion interaction, one obtains

GP (q2) = −4MfπgπNN(q2)

q2
(11.7)

By comparing Eqs. (11.6) and (11.7) one obtains the Golberger-Treiman relation

GA

fπ

=
gπNN

M
. (11.8)

Assuming a generalization of this relation in the form

g(s) = gπN̄N(s) =
MGA(s)

fπ

, GA(0) = 1.2673± 0.0035, (11.9)

where g(s), g(m2
π) are the pion-nucleon coupling constants for pion off and on mass

shell. This assumption can be justified by the fact that fπ is weakly depending on q2

and it is in agreement with the ChPT expansion at small q2 [56]. Therefore measuring

the gπN̄N(s) coupling constant gives information on the axial and induced pseudoscalar

FFs of the nucleon in the chiral limit (neglecting the pion mass).

The matrix element can be expressed in terms of the hadronic H and leptonic J

currents

M i =
4πα

q2
H i

µJ
µ(q), H i

µ = v̄(p1)O
i
µu(p2), J

µ(q) = v̄(p+)γµu(p−), (11.10)
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Fig. 11.1: Feynman diagrams for the reaction p̄ + p → π0 + `+ + `−.
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Fig. 11.2: Feynman diagrams for the reaction p̄ + n → π− + `+ + `−.
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where the index i = 0,− refers to π0 and π− respectively. The cross section for the case

of unpolarized particles has a standard form (we imply that the nucleon target is at rest

in the Laboratory frame)

dσi =
1

16PM

∑
|M i|2dΓ, P 2 = E2 −M2, (11.11)

where E is the energy, P is the modulus of the momentum and dΓ is the phase space

volume

dΓ =
1

(2π)5

d3p+

2ε+

d3p−
2ε−

d3qπ
2Eπ

δ4(p1 + p2 − p+ − p− − qπ). (11.12)

The phase space volume can be written as

dΓ =
d3qπ
2Eπ

dΓq
d4q

(2π)5
δ4(p1 + p2 − q − qπ),

with

dΓq =
d3p+

2ε+

d3p−
2ε−

δ4(q − p+ − p−).

Considering an experimental set-up with the fully measured pion four-momentum, we

can perform the integration on the phase space volume of the lepton pair
∫
dΓq

∑
Jµ(q)J∗ν (q) = −2π

3
(q2 + 2µ2)βΘ(q2 − 4µ2)

(
gµν − qµqν

q2

)
, (11.13)

where Θ is the usual step function, µ is the lepton mass and β =
√

1− (4µ2/q2) .

The cross section can be expressed in the form

dσi =
α2

6sπr

β(q2 + 2µ2)

(q2)2
Di d

3qπ
2πEπ

, (11.14)

with

s = (qπ + q)2 = 2M(M + E), r =
√

1− (4M2/s) (11.15)

and

Di =

(
gµν − qµqν

q2

)
1

4
Tr(p̂1 −M)Oi

µ(p̂2 +M)(Oi
ν)
∗, i = 0,−. (11.16)

Using Feynman rules we can write (see Figs. 11.1, 11.2)

O−µ = Γp
µ(q)

p̂1 − q̂ −M

(p1 − q)2 −M2
γ5g(m

2
π)−

γ5
p̂2 − q̂ +M

(p2 − q)2 −M2
Γn

µ(q)g(m2
π) +

(2qπ + q)µ

s−m2
π

g(s)Fπ(q2)γ5 (11.17)

O0
µ = Γp

µ(q)
p̂1 − q̂ −M

(p1 − q)2 −M2
γ5g(m

2
π)− γ5

p̂2 − q̂ +M

(p2 − q)2 −M2
Γp

µ(q)g(m2
π). (11.18)
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Note that the hadronic current J 0
µ = v̄(p1)O

0
µu(p2) is conserved J0

µq
µ = 0, but

J−µ = v̄(p1)O
−
µ u(p2) is not conserved

qµJ −
µ =

[
(−F p

1 (q2) + F n
1 (q2))g(m2

π) + g(s)Fπ(q2)
]
v̄(p1)γ5u(p2) = Cv̄(p1)γ5u(p2).

(11.19)

Therefore, to provide gauge invariance, it is necessary to add to O−µ a contact term with

the appropriate structure (11.19).

The explicit expression for D0 (corresponds to the process p+ p̄→ `+ + `−+π0) can

be written as

D0 = |f2p|2
[
E −M

M
− 1

2

(
1− q2

4M2

)
(1−X)2

X

]
+ |f1p − f2p|2 (X + 1)2

X
. (11.20)

and the expression for D−, which corresponds to the process n+ p̄→ `+ + `− + π− is

D− =
1

4

[∑
i

Ci,i|fi|2 + 2
∑

j,k;j<k

Cj,kRe(fjf
∗
k ) +

2|C|2s
q2

]
, i, j, k = 1p, 2p, 1n, 2n, a,

(11.21)

where q2-dependent terms, which contain FFs are

fa(s) = Fπ(q2)GπNN̄(s), fiN(q2) = g(m2
π)FN

i (q2), i = 1, 2, N = n, p,

C(s) = fa(s)− f1p(q
2) + f1n(q2),

quantity X is defined as

X =
p1qπ
p2qπ

= (s− q2)/(2MEπ)− 1 (11.22)

and coefficients used in (11.21) have the following form

C1p,1p = 4X, C2p,2p =
s

M2

(
1 +

q2

2s
X

)
, C1p,2p = −3 (1 +X) , Ca,a =

2q2

s
− 4,

C1n,1n = 4
1

X
, C2n,2n =

s

M2

(
1 +

q2

2sX

)
, C1n,2n = −3

(
1 +

1

X

)
,

Ca,1p = 2, Ca,2p =

(
1− q2

s

)
(1 +X) , C1p,1n = 4, C1p,2n =

(
1

X
− 2X − 1

)
,

C2p,2n =

(
2 +

2

X
− q2

2M2
+X

)
, C2p,1n =

(
X − 2

X
− 1

)
,

Ca,1n = −2, Ca,2n = −
(

1− q2

s

)(
1 +

1

X

)
. (11.23)
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Selecting the coefficients which depend on pion energy in Di, Eq. (11.16), one can

perform an analytical integration on the pion energy can be performed. In the limit of

small lepton pair invariant mass, q2, after integration on pion energy, the differential

cross section with respect to q2 becomes

(q2)2 dσ

dq2

∣∣∣∣
q2¿M2

' α2[g(s)− g(m2
π)]2

24πr
. (11.24)

Eq. (11.24) shows that the measurement of the cross section at small q2 allows to

determine experimentally the off mass shell pion nucleon coupling constant.

Writing the differential cross section in the form

dσ

dq2
=

(q2 + 2µ2)β

(q2)2

[
c

q2
+R(q2)

]
, (11.25)

where c and R(0) are finite functions of s. After integration of lepton invariant mass,

we find

σtot =

∫ s

4µ2

dσ

dq2
dq2 =

c(s)

5µ2
+R(0, s)

(
log

s

µ2
− 5

3

)
+

∫ s

0

dq2

q2
[R(q2, s)−R(0, s)]. (11.26)

The first term in the right hand side of Eq. (11.26) is divergent for massless leptons,

and induces a rise of the cross section (especially in the case of electron positron pair).

However it is very hard to achieve experimentally such kinematics, q2 → 4µ2. The

total cross section can be integrated within the experimental limits of detection of the

particles. Such (partial) total cross section will be calculated below.

11.3 Kinematics

In the Laboratory system, useful relations can be derived between the kinematical vari-

ables, which characterize the reaction. The allowed kinematical region, at a fixed inci-

dent total energy s can be illustrated as a function of different useful variables.

One can find the following relation between q2, the invariant mass of the lepton pair

and the pion energy

q2 = (p1+p2−qπ)2 = 2M2+m2
π+2M(E−Eπ)−2p1qπ = s+m2

π−2EπM−2p1qπ, (11.27)



11. Measurement of the Nucleon EM and Axial FFs 121

Fig. 11.3: Left: The kinematical limit for q2 is shown for cos θπ = −1 and for cos θπ = 1 in the

Lab system as function of the pion energy for different values of the beam energy:

E=2 GeV2 (dotted line), E=7 GeV2 (dashed line), E=15 GeV2 (solid line). The

allowed kinematical region lies below the curves. Right: Kinematical limit for the

pion energy Eπ as a function of the pion angle (Lab system), for E=2 GeV2 (dotted

line), E = 7GeV2 (dashed line), E = 15GeV2 (solid line), for the minimum value

of q2 ' m2
π.

with

2p1qπ = 2EπE − 2
√
E2

π −m2
πP cos θπ, (11.28)

where θπ = ~̂p1~qπ is the angle between the antiproton and the pion momenta (in the

Laboratory frame).

The limit −1 ≤ cos θπ ≤ 1 translates into a maximal and a minimal value for the

pion energy. The allowed kinematical region is shown in Fig. 11.3 left, for three values

of the beam energy: E = 2, 7, 15 GeV. To this constraint, one should add the minimal

thresholds q2 ≥ 4m2
` and Eπ ≥ mπ. For the minimal value of q2 ' m2

π , one can plot

the dependence of the pion energy on θπ (Fig. 11.3, right), for different values of the

beam energy. As the energy increases the kinematically allowed region becomes wider.

At backward angles the maximum pion energy becomes larger at small s values. For

larger values of q2, Eπ is smaller.
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For fixed values of the lepton pair invariant mass, the pion energy can take values

in the region
Emin

π

M
=

s− q2

s(1 + r)
≤ Eπ

M
≤ s− q2

s(1− r)
=
Emax

π

M
, (11.29)

neglecting the pion mass.

The phase space volume of the produced pion can be written (neglecting terms

' m2
π/m

2
N) in three (equivalent) forms

d3qi
2πEπ

= dq2δ[q2 − 2Eπ(E +M − P cos θπ)]EπdEπd cos θπ

= EπdEπd cos θπ (11.30a)

= M
dq2

sr
dEπ (11.30b)

=
q2M2dq2d cos θπ

s2(1− r cos θπ)2
(11.30c)

11.4 Axial and EM form factors

In order to estimate cross sections of the considered processes we will use existing models

of nucleon and pion structure. The nucleon EM form factors in the time-like region can

be described by the simple pQCD inspired model with smooth behavior, which does not

show any discontinuities and can be considered an ’average’ expectation

|GN
E | = |GN

M | =
A(N)

q4

(
ln2 q

2

Λ2
+ π2

) , q2 > Λ2, (11.31)

where Λ = 0.3 GeV is the QCD scale parameter and A is fitted to the data. This

parametrization is taken to be the same for proton and neutron. The best fit is obtained

with a parameter A(p)= 98 GeV4 for the proton and A(n)= 134 GeV4 for the neutron,

which reflects the fact that in the TL region, neutron FFs are systematically larger than

for the proton. In principle, this parametrization holds only for very large q2 values,

but, in practice, it reproduces the existing data quite well in the whole physical region.

Evidently it is meaningless at small q2, (q2 < Λ2), and it has not the good normalization

properties for q2 → 0.
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Fig. 11.4: Nucleon electromagnetic FFs in time-like region: proton electric FF (a), proton

magnetic FF (b), neutron electric FF (c), neutron magnetic FF (d). Data are from

[59] and predictions from model [33] (solid line), and from pQCD (dashed line).

For a comparison we will use VMD-based model [33, 57] of the nucleon EM form

factors, with characteristic resonance behavior in the unphysical region. Both models

have been well discussed in the [58] and the behavior of these FFs is shown in Fig. 11.4.

Data on the nucleon axial FFs in TL region do not exist, and they suffer in SL region

from a model dependent derivation. In SL region, the nucleon axial FF, GA(q2), for the

transition W ∗ + p→ n (W ∗ is the virtual W -boson), can be described by the following

simple formula [44]

GA(q2) = GA(0)(1− q2/m2
A)−n (11.32)

with mA = 1.06 GeV, if n = 2. A simple analytical continuation of this prescription to

the TL region, presents a pole in the unphysical region. Therefore we used a ’mirror’
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Fig. 11.5: Proton axial FF from VMD inspired model (solid line) and from a dipole extrap-

olation (dashed line).

parametrization from SL region

FF (TL)(|q2|) = FF (SL)(|q2|).
Such a prescription is, in principle, valid only at very large q2, since it obeys to asymp-

totic analytical properties of FFs [60].

Again for a comparison we will use the VMD-inspired model of the nucleon axial form

factor discussed in Chapter 10 extended to time-like region (10.4,10.5). The behavior

of both models is shown in Fig. 11.5

Concerning the pion FF, a reasonable description exists in the kinematical region of

interest here, for a recent discussion see Ref. [61]. For the sake of simplicity, we use here

a ρ meson saturated monopole-like parametrization, which takes a Breit Wigner form

in TL region

Fπ(q2) =
m2

ρ

m2
ρ − q2 − imρΓρ

. (11.33)

11.5 Results

The differential and integrated cross sections were calculated for several values of the

antiproton energy and different choices of FFs described above.
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Fig. 11.6: Left: Double differential cross section for the reaction p̄ + p → π0 + `+ + `− as

a function of q2 and Eπ, using FFs from [33] for nucleon and (10.4) for axial FF.

Right: Same quantity as in the left plot for the reaction p̄+n → π−+ `+ + `−. The

kinematical constraints in the (Eπ, q2)-plane shown in Fig. 11.3 are visible here.

The differential cross sections, Eq. (11.14), as a function of Eπ and q2, Eq. (11.30a),

are shown in Figs. 11.6 and 11.7 for the reactions p̄ + p → π0 + `+ + `− and p̄ + n →
π− + `+ + `− and at E= 7 GeV2. As one can see from the figures, the differential cross

sections are large and measurable in a wide range of the considered variables. It is

reasonable to assume that the region up to q2 = 7 GeV2, at least, will be accessible by

the experiments at FAIR.

The discontinuities in the small q2 regions are smoothed out by the steps chosen

to histogram the variables. However, depending on the resolution and the reconstruc-

tion efficiency, it will be experimentally possible to identify the meson and nucleon

resonances.

In order to illustrate the kinematical region in the plane Eπ - θπ, the double differ-

ential cross section for the process p̄+n→ π0 + `+ + `− is shown in Fig. 11.8, for s = 7

GeV2.

The differential cross section as a function of q2 can be obtained after integrating on
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Fig. 11.7: Left: Double differential cross section for the reaction p̄ + p → π0 + `+ + `− as

a function of q2 and Eπ, using pQCD inspired nucleon FFs and dipole axial FFs.

Right: Same quantity as in the left plot for the reaction p̄ + n → π− + `+ + `−.

the pion energy, Eq. (11.14), with the help of Eq. (11.30b)

dσi

dq2
=

α2

6sπr

β(q2 + 2µ2)

(q2)2

M

sr

∫ Emax
π

Emin
π

DidEπ, (11.34)

where the integration of the hadronic terms (11.20, 11.21) can be done analytically by

using following integrals
∫ Emax

π

Emin
π

dEπ

M
=

r(s− q2)

2M2
= rb , b =

s− q2

2M2
(11.35)

∫ Emax
π

Emin
π

dEπ

M
X =

∫ Emax
π

Emin
π

dEπ

M

1

X
=
s− q2

2M2

[
ln

1 + r

1− r
− r

]
= b(`− r), (11.36)

where r is given in (11.15) and ` = ln[(1 + r)/(1− r)]. The result of the integration on

the pion energy is

- for the process p+ p̄→ `+ + `− + π0

∫ Emax
π

Emin
π

D0 dEπ

M
= b

{
2|f1p − f2p|2`+ |f2p|2

[
E −M

M
r +

(
1− q2

4M2

)
(2r − `)

]}

(11.37)
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Fig. 11.8: Double differential cross section for the process p̄ + n → π0 + `+ + `− as a function

Eπ and cos θπ using FFs from [33] for nucleon and (10.4) for axial FF (darker gray

correspond to larger values).
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- for the process p+ p̄→ `+ + `− + π0

∫ Emax
π

Emin
π

D− dEπ

M
=
b

4

[∑
i

Ki,i|fi|2 + 2
∑

j,k;j<k

Kj,kRe(fjf
∗
k ) + |C|2 2rs

q2

]
, (11.38)

where

K1p,1p = 4 (`− r) , K2p,2p =
s

M2

(
r +

q2

2s
(`− r)

)
,

K1p,2p = −3`, Ka,a =

(
2q2

s
− 4

)
r,

K1n,1n = 4 (`− r) , K2n,2n =
s

M2

(
r +

q2

2s
(`− r)

)
, K1n,2n = −3`,

Ka,1p = 2r, Ka,2p =

(
1− q2

s

)
`, K1p,1n = 4r, K1p,2n = −`,

K2p,2n =

[
3`−

(
1 +

q2

2M2

)
r

]
, K2p,1n = −`,

Ka,1n = −2r, Ka,2n = −
(

1− q2

s

)
`, (11.39)

The result of the calculation is shown in Fig. 11.9. For charged pion production,

the presence of the axial FF is the reason of a larger cross section as compared to the

neutral pion case. For both reactions, again, the present calculation gives an integrated

cross section of the order of several µb in the unphysical region, for both choices of FFs.

The q2 dependence is driven by the choice of FFs. In case of pQCD-like FFs, the

behavior is smooth and similar for proton and neutron. In case of FFs from [33], the

resonant behavior due to ρ, ω and φ poles appears in the figures.

It is also important to mention that a similar experimental setup allows to study a

multipion production. In such case the quantity s1 = (p1 + p2q)
2m2

π becomes positive

and by varying of s1 at xed beam energy, by changing q2 and θπ, it is in principle possible

to identify and study other mechanisms, as the excitation of heavy pion resonances, π′ ,

or the possible presence of a NN̄ quasi-deuteron state under the kinematical threshold

for pp̄ annihilation in two leptons. The study of multipion production will be the subject

of a forthcoming publication [62].
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Fig. 11.9: Left: Differential cross section for the process p̄ + p → π0 + `+ + `− as a function

of q2, with FFs from [33] for nucleon and (10.4) for axial FF (solid line) and with

FFs from pQCD inspired nucleon FFs and dipole axial FFs (dashed line). Right:

Same quantity as left, for the reaction p̄ + n → π− + `+ + `−.



12. POLARIZATION OBSERVABLES OF

THE DEUTERON IN THE TIME-LIKE

REGION

12.1 Motivation

The elastic electron-deuteron scattering has been investigated in many experiments and

cross section data covers a large range of momentum transfers. However the measure-

ment of the differential cross section of unpolarized elastic scattering allows to determine

only the structure functions A(t), B(t) and we don’t have enough experimental informa-

tion to extract all 3 deuteron form factors. Fortunately during last years, it has become

possible to measure not only unpolarized cross section, but also polarization observables,

due to the development of polarized electron beams, polarized deuteron targets and po-

larimeters. Recent polarization data for electron-deuteron elastic scattering, especially

polarization observable t20, allowed determination of deuteron charge quadrupole form

factors up to a value of momentum transfered squared t = −1.8GeV2.

The situation in the annihilation channel e−e+ → dd̄ is even more complicated. Even

though the unpolarized cross section still has not been measured, it is already clear, that

2 real structure function extracted from Rosenbluth separation wouldn’t be sufficient for

extraction of 3 deuteron form factors, which are complex functions in time-like region

(equivalent to 6 real functions). Therefore the measurement of polarization observables

is even more essential in annihilation channel. In this Chapter we will derive [63] general

expressions of polarization observables as functions of deuteron form factors for the case

of longitudinally polarized electron beam and arbitrary polarized produced deuteron

and we will give numerical estimation of these observables based on models of deuteron
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form factors developed in previous Chapters.

12.2 Polarization Observables

In the one photon approximation the differential cross section of the annihilation reaction

e−(k1) + e+(k2) → d(p1) + d̄(p2) (12.1)

can be written in terms of the leptonic Lµν and the hadronic Wµν tensors as

dσ

dΩ
=
α2β

4q2

LµνWµν

q4
. (12.2)

For the case of longitudinally polarized electron beam the leptonic tensor (3.46) is

Lµν = −q2gµν + 2(k1µk2ν + k1νk2µ) + 2iλe 〈µνk1q〉 , (12.3)

where λ is the degree of the beam polarization and further we will assume a completely

polarized beam with λ = 1.

The hadronic tensor can expressed in terms of deuteron electromagnetic current Jµ

as

Wµν = JµJ
∗
ν , (12.4)

where deuteron electromagnetic current describes transition γ∗ → d̄d, which can be

written similarly to (1.5) as [64]

Jµ = (p1 − p2)µ

[
−G1(q

2)U∗1 · U∗2 +
G3(q

2)

M2
(U∗1 · qU∗2 · q −

q2

2
U∗1 · U∗2 )

]
(12.5)

+G2(q
2)(U∗1µU

∗
2 · q − U∗2µU

∗
1 · q),

where U1µ, U2µ are the polarization four-vectors describing the spin 1 deuteron and

antideuteron, and Gi(q
2) (i = 1, 2, 3) are the deuteron electromagnetic FFs. The FFs

Gi(q
2) are complex functions of the variable q2 = t in the region of the TL momentum

transfer. They are related to standard deuteron FFs as

GM = G2, GQ = G1−G2 +2G3, GC =
2

3
τ(G2 +G3)+(1− 2

3
τ)G1, τ =

q2

4M2
. (12.6)
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In the case when polarization of the deuteron is measured and the polarization of the

antideuteron is not measured, the spin-density matrices of the deuteron and antideuteron

can be written as

U1µU
∗
1ν = −

(
gµν − p1µp1ν

M2

)
+

3i

2M
〈µνsp1〉+ 3Qµν

U2µU
∗
2ν = −

(
gµν − p2µp2ν

M2

)
, (12.7)

where sµ and Qµν are deuteron polarization four-vector and quadrupole-polarization

tensor and they satisfy following conditions

s2 = −1, sp1 = 0, Qµν = Qνµ, Qµµ = 0, p1µQµν = 0 .

Taking into account Eqs. (12.4), (12.5) and (12.7), the hadronic tensor in the general

case can be written as the sum of three terms

Wµν = Wµν(0) +Wµν(V ) +Wµν(T ), (12.8)

where Wµν(0) corresponds to the case of unpolarized deuteron and Wµν(V )(Wµν(T ))

corresponds to the case of the vector (tensor) polarized deuteron. The explicit form of

these terms is

- the unpolarized term Wµν(0):

Wµν(0) = W1(q
2)g̃µν +

W2(q
2)

M2
p̃1µp̃1ν

g̃µν = gµν − qµqν
q2

, p̃1µ = p1µ − p1q

q2
qµ

W1(q
2) = 8M2τ(1− τ)|GM |2, (12.9)

W2(q
2) = 12M2(|GC |2 − 2

3
τ |GM |2 +

8

9
τ 2|GQ|2).

- the term for vector polarization Wµν(V ):

Wµν(V ) =
i

M
S1(q

2) 〈µνsq〉+
i

M3
S2(q

2)[p̃1µ 〈νsqp1〉 − p̃1ν 〈µsqp1〉]

+
1

M3
S3(q

2)[p̃1µ 〈νsqp1〉+ p̃1ν 〈µsqp1〉] (12.10)

S1(q
2) = −3M2(τ − 1)|GM |2

S2(q
2) = 3M2[|GM |2 − 2Re(GC − τ

3
GQ)G∗M ]

S3(q
2) = 6M2Im(GC − τ

3
GQ)G∗M .
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- the term for tensor polarization Wµν(T ):

Wµν(T ) = V1(q
2)Q̄g̃µν + V2(q

2)
Q̄

M2
p̃1µp̃1ν + V3(q

2)(p̃1µQ̃ν + p̃1νQ̃µ) (12.11)

+V4(q
2)Q̃µν + iV5(q

2)(p̃1µQ̃ν − p̃1νQ̃µ),

where

Q̃µ = Qµνqν − qµ
q2
Q̄ , Q̃µqµ = 0 (12.12)

Q̃µν = Qµν +
qµqν
q4

Q̄− qνqα
q2

Qµα − qµqα
q2

Qνα , Q̃µνqν = 0, Q̄ = Qαβqαqβ.

The tensor structure functions Vi(q
2) are combinations of deuteron FFs as follows

V1(q
2) = −3|GM |2

V2(q
2) = 3

[
|GM |2 +

4

1− τ
]Re(GC − τ

3
GQ − τGM)G∗Q

]

V3(q
2) = −6τ

[|GM |2 + 2ReGQG
∗
M

]
(12.13)

V4(q
2) = −12M2τ(1− τ)|GM |2

V5(q
2) = −12τ Im(GQG

∗
M).

Using the definitions of the cross–section (12.2), leptonic (12.3) and hadronic (12.8)

tensors, one can easily derive the expression for the unpolarized differential cross section

in terms of the structure functions W1,2 (after averaging over the spins of the initial

particles)
dσun

dΩ
=
α2β

4q4

{
−W1(q

2) +
1

2
W2(q

2)

[
τ − 1− (u− t)2

4M2q2

]}
, (12.14)

where t = (k1 − p1)
2, u = (k1 − p2)

2.

In the reaction CMS this expression can be written as

dσun

dΩ
=
α2β3

4q2
D, D = τ(1 + cos2 θ)|GM |2 +

3

2
sin2 θ

(
|GC |2 +

8

9
τ 2|GQ|2

)
, (12.15)

where θ is the angle between the momenta of the outgoing deuteron (~p1) and the in-

coming electron beam (~k1). Integrating the expression (eq:eq16) with respect to the
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deuteron angular variables one obtains the following formula for the total cross section

of the reaction (8.3)

σtot(e
+e− → d̄d) =

πα2β3

3q2

[
3|GC |2 + 4τ(|GM |2 +

2

3
τ |GQ|2)

]
. (12.16)

One can define also an angular asymmetry, R, with respect to the differential cross

section measured at θ = π/2, σ0

dσun

dΩ
= σ0(1 +R cos2 θ), (12.17)

where R can be expressed as a function of the deuteron FFs

R =
2τ(|GM |2 − 4

3
τ |GQ|2)− 3|GC |2

2τ(|GM |2 + 4
3
τ |GQ|2) + 3|GC |2

. (12.18)

This observable should be sensitive to the different underlying assumptions on deuteron

FFs. Therefore, a precise measurement of this quantity, which does not require polarized

particles, would be very interesting.

One can see that, as in the space-like (SL) region, the measurement of the angu-

lar distribution of the outgoing deuteron determines the modulus of the magnetic form

factor, but the separation of the charge and quadrupole form factors requires the mea-

surement of polarization observables [65]. The outgoing–deuteron polarization can be

measured in a secondary analyzing scattering.

The cross section can be written, in the general case, as the sum of unpolarized

and polarized terms, corresponding to the different polarization states and polarization

directions of the incident and scattered particles:

dσ

dΩ
=
dσun

dΩ
[1 + Py + λPx + λPz + PzzRzz + PxzRxz + Pxx(Rxx −Ryy) + λPyzRyz] ,

(12.19)

where Pi (Pij), i, j = x, y, z are the components of the polarization vector (tensor) of

the outgoing deuteron, Rij, i, j = x, y, z the components of the quadrupole polarization

tensor of the outgoing deuteron Qµν , in its rest system and
dσun

dΩ
is the differential cross

section for the unpolarized case.

The degree of longitudinal polarization of the electron beam λ is explicitly indicated

in order to stress the origin of the specific polarization observables.
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Let us consider the different polarization observables and give their expression in

terms of the deuteron FFs.

(i) The vector polarization of the outgoing deuteron, Py, which does not require po-

larization in the initial state is

Py = − 3

2D

√
τ sin(2θ)Im

[(
GC − τ

3
GQ

)
G∗M

]
. (12.20)

(ii) The part of the differential cross section that depends on the tensor polarization

can be written as follows

dσT

dΩ
=

dσzz

dΩ
Rzz +

dσxz

dΩ
Rxz +

dσxx

dΩ
(Rxx −Ryy), (12.21)

dσzz

dΩ
=

α2β3

4q2

3τ

4

[
(1 + cos2 θ)|GM |2

+8 sin2 θ
(τ

3
|GQ|2 − Re(GCG

∗
Q)

) ]
, (12.22)

dσxz

dΩ
= −α

2β3

4q2
3τ 3/2 sin(2θ)Re(GQG

∗
M), (12.23)

dσxx

dΩ
= −α

2β3

4q2

3τ

4
sin2 θ|GM |2, (12.24)

(iii) Let us consider now the case of a longitudinally polarized electron beam. The

other two components of the deuteron vector polarization (Px, Pz) require the

initial particle polarization and are

Px = −3

√
τ

D
sin θRe

(
GC − τ

3
GQ

)
G∗M (12.25)

Pz =
3τ

2D
cos θ|GM |2. (12.26)

From angular momentum and helicity conservations it follows that the sign of the

deuteron polarization component Pz in the forward direction (θ = 0) must coincide

with the sign of the electron beam polarization. This requirement is satisfied by Eq.

(12.26).

A possible nonzero phase difference between the deuteron FFs leads to another T–odd

polarization observable proportional to the Ryz component of the tensor polarization of

the deuteron. The part of the differential cross section that depends on the correlation
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between the longitudinal polarization of the electron beam and the deuteron tensor

polarization can be written as follows

dσλT

dΩ
=
α2β3

4q2
6τ 3/2 sin θIm(GMG

∗
Q)Ryz. (12.27)

The deuteron FFs in the TL region are complex functions. In the case of unpolarized

initial and final particles, the differential cross section depends only on the squared

modulus |GM |2 and on the combination G = |GC |2 + 8
9
τ 2|GQ|2. So, the measurement

of the angular distribution allows one to determine |GM | and the quantity G, as in the

elastic electron–deuteron scattering.

Let us discuss which information can be obtained by measuring the polarization

observables derived above. Three relative phases exist for three FFs, which we note

as follows: α1 = αM − αQ, α2 = αM − αC , and α3 = αQ − αC , where αM = argGM ,

αC = argGC , and αQ = argGQ. These phases are important characteristics of FFs in

the TL region since they result from the strong interaction between final particles.

Let us consider the ratio of the polarizations Pyz (let us remind that it requires a

longitudinally polarized electron beam) and Pxz (when the electron beam is unpolarized).

One finds

R1 =
Pxz

Pyz

= − cos θ cotα1. (12.28)

So, the measurement of this ratio gives us information about the relative phase α1. The

measurement of another ratio of polarizations, R2 = Pxz/Pxx gives us information about

the quantity |GQ|
R2 =

Pxz

Pxx

= 8
√
τ cot θ cosα1

|GQ|
|GM | . (12.29)

This allows one to obtain the modulus of the charge FF, |GC |, from the quantity G,

known from the measurement of the differential cross section. The measurement of a

third ratio

R3 =
Py

Px

= − cos θ
sinα2 − r sinα1

cosα2 − r cosα1

, r =
τ

3

|GQ|
|GC | (12.30)

allows to determine the phase difference α2. And at last, if we measure the ratio of the

polarizations Pzz and Pxx

R4 =
Pzz

Pxx

= − 1

sin2 θ

[
1 + cos2 θ + 8 sin2 θ

|GC ||GQ|
|GM |2 (r − cosα3)

]
(12.31)
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we can obtain information about the third phase difference α3. Moreover, one can verify

the relation

α3 = α2 − α1.

Thus, the measurement of these polarization observables allows to fully determine

the deuteron FFs in TL region.

Note that using the ratio of two polarization components that are simultaneously

measured, greatly reduces systematic uncertainties. It is not necessary to know neither

the beam polarization or the polarimeter analyzing power, since both of these quantities

cancel in the ratio.

12.3 Numerical estimations

In the previous section, the expressions for cross section and polarization observables

have been given, in terms of the deuteron FFs. Numerical estimations require the knowl-

edge of such FFs, in TL region. Due to the hermiticity of the electromagnetic current,

FFs are real in the SL region, and complex in the TL region. Two phenomenological

models of the deuteron structure presented in Chapters 8 and 9 belong to the few ex-

isting models of the deuteron structure with complex FFs in TL extension. Therefore

they will be used for the following numerical estimations.

The q2 dependence of moduli of these models is illustrated in Fig. 12.1. One can see

that two models coincide in the SL region, where they are constrained by the experimen-

tal data (shaded area), but outside this kinematical region, they show different behavior.

Two poles coincide in TL region, as they correspond to the ω and φ contributions. More

resonances are built, by construction, in the U&A model and occur in the unphysical

region. These two models show a similar trend, near the threshold, for the moduli of

FFs, however the sign, which is reflected in the relevant polarization observables, may

differ. Threshold, which corresponds to q2 ' 14GeV2, is indicated by a vertical line.

The predictions for the different observables are shown in Fig. 12.2, for E=1.9

GeV, not far above threshold. Two parametrizations, as expected, give different results,

especially concerning the predictions for the observables Py and Pyz, which vanish for

two component parametrization due to technique of obtaining complex parts of FFs in
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Fig. 12.1: q2-dependence of the GQ, GM , GC from top to bottom (moduli): U&A model of

the deuteron from Chapter 9 (solid line), two component model of the deuteron

from Chapter 8 (dashed line).

this model. In spite of this, the angular distributions are very similar, as it appears from

Fig. 12.2b, as it is driven by the underlying assumption of the one-photon exchange

mechanism.

It should be noted that the CMS threshold energy of the reaction e−e+ → dd̄ is

quite large, ET = 2M ' 3.75 GeV, which corresponds to q2 ' 14 GeV2. There are no

data in this momentum range in SL region, which could better constrain models and

parametrizations. Although the cross section of this process is expected to be very small,

the search for the corresponding events it is not excluded in future at high luminosity

e+e− rings.

The formalism developed here is model independent and based on symmetry prop-
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Fig. 12.2: Predictions of the different observables, for the considered parametrizations of

deuteron FFs, extrapolated to the TL region. Notations same as in Fig. 12.1.

erties of electromagnetic and strong interactions. It allows to establish properties of

observables that should be satisfied by any model calculation. Moreover, it applies as

well to the annihilation reactions involving the production of other spin one particles in

the final state, such as e+ + e− → ρ+ + ρ− [66].



CONCLUSIONS

In the presented Dissertation Thesis applications of the universal approach of a de-

scription of the electromagnetic structure of hadrons to a solution of specific problems

concerning nucleons and deuteron were demonstrated.

The first three Chapters are serving as an introduction, where general concepts of

electromagnetic, weak and strange form factors are reviewed, polarization observables

are introduced and the four-component polarization formalism is elaborated in detail.

The first original contribution is contained in the Chapter devoted to VMD model,

where the old problem of VMD model with the asymptotics is solved generally and

expressions for normalized form factors and the required asymptotics for arbitrary finite

number of vector mesons are presented.

The Unitary and Analytic model, which reflects all known form factors properties,

is in universal form given in the next Chapter. Its application to the Rosenbluth and

Jefferson Lab proton polarization data has led to two contradicting behaviors of the

proton electric form factors in the space-like region, what is well known as the JLab

proton polarization data puzzle. In order to prefer one of them to be more reliable,

they are brought into a comparison with other independent data on deuteron structure

functions by means of the non-relativistic impulse approximation of deuteron EM struc-

ture. From the values of χ2 it has been unambiguously demonstrated that the Gp
E(t)

from the JLab proton polarization data analysis with the zero around t = −13 GeV 2

are more consistent with the deuteron structure functions A(t), B(t) data than the older

Rosenbluth behavior.

In the eighth Chapter a simple parametrization of the three deuteron electromagnetic

FFs, with a minimal number of parameters, based on a transparent physical picture was

suggested. It can be used in the comparison of different theoretical models with experi-
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ments involving deuteron, and for a precise analytical interpolation of the experimental

points in the region Q2 < 2 GeV2.

An application of the Unitary and Analytic model to a description of the deuteron

electromagnetic structure is made in the ninth Chapter. Due to its unitary and analytic

properties and possibility of a transparent extension to the time-like region we obtained

not only fit of the experimental data on the deuteron structure function an polarization

observables in the space-like region, but also the prediction of the differential cross

section of the annihilation process e−e+ → dd̄, which is going to be measured in the

near future.

In the tenth Chapter a simple model of the nucleon axial form factor has been devel-

oped. The aim of this model is to provide a reasonable estimation of the nucleon axial

form factor in the time-like region for the measurement proposal described in the next

Chapter, where we studied nucleon antinucleon annihilation processes with the pion,

nucleon and lepton-antilepton pair in the final state. The latter allows measurement of

the nucleon electromagnetic form factors in the unphysical region and measurement of

the nucleon axial form factor in the time-like region. We also provided an estimation

of the differential cross section of such processes based on existing models of nucleon

electromagnetic and axial form factors.

In the last Chapter polarization effects in the electron-positron annihilation into

the deuteron-antideuteron pair for the case of longitudinally polarized electron beam

and arbitrary polarization of the produced deuteron, with the aim on a determination

of the time-like complex deuteron electromagnetic form factors has been investigated

for the first time. We derived general expressions for polarization observables as a

functions of deuteron form factors and we made their numerical estimations by means

of various models of deuteron electromagnetic form factors, for kinematical conditions

near threshold.

The obtained original results are published in 10 papers given in the bibliography

and they were also presented at various international conferences and seminars in some

well known centers abroad.
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